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Preface 
The Public Interest Energy Research (PIER) Program supports public interest energy research 
and development that will help improve the quality of life in California by bringing 
environmentally safe, affordable, and reliability energy services and products to the 
marketplace. 

The PIER Program, managed by the California Energy Commission (Commission), annually 
awards up to $62 million through the Year 2001 to conduct the most promising public interest 
energy research by partnering with Research, Development, and Demonstration (RD&D) 
organizations, including individuals, businesses, utilities, and public or private research 
institutions. 

PIER funding efforts are focused on the following six RD&D program areas: 

•  Buildings End-Use Energy Efficiency 
•  Industrial/Agricultural/Water End-Use Energy Efficiency 
•  Renewable Energy 
•  Environmentally-Preferred Advanced Generation 
•  Energy-Related Environmental Research 
•  Strategic Energy Research. 

In 1998, the Commission awarded approximately $17 million to 39 separate transition RD&D 
projects covering the five PIER subject areas. These projects were selected to preserve the 
benefits of the most promising ongoing public interest RD&D efforts conducted by investor-
owned utilities prior to the onset of electricity restructuring. 

What follows is the final report for the Desert and InterMountain Air Transport project, one of 
five projects conducted by Southern California Edison. This project contributes to the Energy-
Related Environmental Research program. 

For more information on the PIER Program, please visit the Commission's Web site at: 
http://www.energy.ca.gov/research/index.html or contact the Commission's Publications 
Unit at 916-654-5200. 
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Executive Summary 
The Desert and InterMountain Air Transport Project (DMAT) was approved for funding in late 
1997 as a California Energy Commission (CEC) Public Interest Energy Research (PIER) Program 
transition program. The PIER funding allowed the completion of an ongoing Southern 
California Edison (SCE) environmental improvement program that had been underway since 
1989 with funding from the California Public Utilities Commission and other co-sponsors. The 
goal of the PIER DMAT Program was to carry out fundamental research to characterize, 
quantify, and assess the fate and transport of air emissions and their impact on visibility from 
electric utility sources located principally in California to locations within California and 
beyond its borders. The by-products of this research have provided fundamental scientific and 
technical information useful to decision-makers in debating national and California visibility 
issues. Applying the best science available and applicable to California ensures that regulatory 
decisions are well founded. This report summarizes the research studies that were completed as 
part of the PIER DMAT Project.  

The PIER DMAT Project was divided into two principal areas: completing a project on 
Measurements of Haze and Visual Effects (Project MOHAVE) and its supporting studies, and 
addressing visibility and fine particulate research issues related specifically to California. 

Project MOHAVE 
Project MOHAVE was designed to quantify the relative contribution of air emissions from 
SCE’s Mohave Power Project (MPP) to visibility impairment at the Grand Canyon National 
Park (GCNP). Project MOHAVE was conceived in 1991 and completed in 1999 as a joint 
industry and government partnership involving SCE, the U.S. Environmental Protection 
Agency (USEPA), and the U.S. National Park Service. PIER transition funding permitted the 
completion of a number of Project MOHAVE research studies whose results were ultimately 
integrated into the Project MOHAVE Final Report. 

Objectives: 

•  Develop new methods for judging the adequacy of regional wind fields. 
•  Apply an advanced reactive plume chemistry model to quantify the conversion of 

plume sulfur dioxide to atmospheric particulate sulfate from MPP. 
•  Review the optical properties of fine particulates on visual impairment and quantify the 

impact of MPP’s emissions on visibility. 
•  Complete and deliver the Project MOHAVE Final Report. 

Outcomes: 

The PIER DMAT studies yielded information linkages important in meeting the goal of 
quantifying the visual impacts of emissions from MPP. For example, one of the wind fields 
evaluated during the PIER DMAT Project provided basic input data to the reactive plume 
chemistry model task. The output from the plume chemistry model task then provided 
information on particulate plume concentrations for various chemical constituents. These 
plume particulate values provided the necessary information to another PIER DMAT task to 
develop estimates of MPP plume impacts on visibility. These results, along with those from 
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other Project MOHAVE investigators, formed the content for the Project MOHAVE Final 
Report, the final PIER DMAT task for the Project MOHAVE research area. 

Conclusions: 

The key conclusion from Project MOHAVE was that there were no observational relationships 
linking emissions from MPP, as represented by a unique tracer, and visual impairment at 
locations within the GCNP. There was, however, clear observational evidence linking 
emissions from distant source regions such as southern and central California, northern 
Mexico, and nearby Las Vegas to visual impairment at the GCNP. Several different modeling 
methods were applied to understand the range of potential impacts from MPP. Significant 
differences were noted between the modeling results and are most likely due to different 
representations of sulfate formation chemistry in clouds assumed in each model. On average 
MPP was found to contribute between 0.2% to 0.6% of the total light extinction during summer 
at the western end of the GCNP. During “worst case” (at the 90th percentile frequency) 
conditions, MPP was found to contribute between 1.3% and 2.8% of the total. These levels of 
impact are not perceptible to the human eye. 

Recommendations: 

•  Further research to increase knowledge of the three-dimensional patterns of wind speed 
and direction, as well as to gather information about the rate of formation of sulfur-
containing particles in clouds, would decrease uncertainty in model predictions. 

•  This research identified the theoretical conditions that justify regression apportionment 
of light scattering, and showed how deviations from these conditions caused errors in 
the apportionment. It examined the degree to which these conditions were satisfied for 
one set of data from one location and season, but did not address how generally these 
results apply to other situations. Further application of this method to other settings is 
needed to establish whether the observations noted here are representative. 

•  Further work is necessary to understand the uncertainties of the Tracer Potential 
method for comparing wind fields. 

•  In performing complex plume chemistry simulations, it is extremely important to have 
available measurements of pollutant concentrations at plume heights consisting of 
ozone, nitrogen oxides, hydrogen peroxide, OH radical, water vapor, ammonia, and 
trace metals such as manganese and iron. 

•  To the extent possible within resource constraints, emission source attribution projects 
need to strive for hourly averaged air quality concentration data. 

California-Specific Visibility and Particulate Research 
The second component of the PIER DMAT Project examined a number of visibility issues 
relevant to California. This research area contained three sub-parts. One study examined the 
historical trends in emissions, visibility, and fine particulates at locations in California, 
including several visibility-protected national parks and monuments, to assess the extent of 
visual impairment in California. 

Two additional efforts were coordinated under the direction of the Electric Power Research 
Institute.  Several fundamental research activities were conducted to examine, characterize, 
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compare, and estimate potential errors of various methods for the measurement of fine 
particulate matter and its chemical components. These activities included analyses of 
particulate measurement programs at Riverside and Bakersfield, California. 

Finally, a new and advanced air quality model was developed, which can be used to simulate 
the formation of atmospheric aerosols and photochemical ozone from point sources such as 
power plants. This model has undergone preliminary testing but additional work needs to be 
done before the model can be applied on an operational basis. 

Objectives: 

•  Document the historical trends in atmospheric particulates, visibility, and visibility-
impairing emissions in California. 

•  Relate these trends to emission trends from the energy sector in California. 
•  Compile a database consisting of the air quality/emission trend data. 
•  Evaluate the efficacy of the present generation of mathematical models for use in 

performing regional visibility assessments in California. 
•  Provide recommendations for improving the state-of-the-science for sampling PM10 and 

PM2.5. 
•  Develop and test an advanced point-source reactive chemistry dispersion model 

incorporating all of the best features (gas- and aqueous-phase chemistry, plume 
dynamics, aerosol dynamics, etc.) of existing models. 

•  Investigate the extent to which PM2.5 measurements made with Teflon filter-based 
samplers differ in mass and chemical composition from aerosol particles at the point of 
sampling or inhalation. 

•  Test, compare, and quantify the sampling errors associated with several continuous and 
discrete samplers designed to quantify PM2.5 mass or chemical composition. 

•  Compile onto a compact disc the Winhaze visual air quality modeler image software 
program and base images for several national parks in the United States, including the 
GCNP and Yosemite National Park in California. 

Outcomes: 

The objectives for all tasks were met. Specifically: 

•  Emissions, optical and particulate matter data were acquired and compiled into 
databases for subsequent analysis. The California Air Resources Board (1998) estimated 
annual average daily emissions of PM10, nitrogen oxides, sulfur oxides, carbon 
monoxide and volatile organic compounds at five-year intervals from 1985 through 
2010, categorized by standard industrial classification code and source category code 
within each county and air basin. 

•  Several studies were completed to identify the state-of-the-science regional modeling 
techniques that may be useful for particulate and visibility modeling in California. Also, 
a review was completed identifying potential improvements to the monitoring of fine 
particulates (PM2.5). 
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•  The Second-order Closure Integrated Puff model with Chemistry (SCICHEM) 
development was completed, which simulates liquid-phase chemistry and gas-particle 
thermodynamic equilibrium. Existing modules for aqueous-phase chemistry and 
aerosol thermodynamics were compared and the most appropriate modules 
incorporated into SCICHEM. The enhanced model was then tested for a range of 
conditions to determine if model results were physically and chemically consistent. The 
results from these sensitivity studies showed that the model responded in a physically 
and chemically consistent and directionally correct manner to all the input parameter 
variations. 

Conclusions: 

•  Statistically significant decreases in concentrations occurred between 1989 and 1996 in 
several air basins. Most notable were decreases in the San Joaquin Valley during winter 
and at San Gorgonio Wilderness Area during spring, which are the times of year when 
concentrations are highest at these locations. 

•  Estimated emissions of PM2.5, nitrogen oxides, and sulfur oxides decreased throughout 
the state between 1990 and 1995. These decreases are consistent with the observed 
decreases in concentrations. However, decreases in concentrations did not accompany 
decreases in emissions everywhere. 

•  Coupled with the decreasing trends in particulate concentrations and particulate-
causing emissions, improving trends in visibility were noted in several visibility-
protected areas of California including: Redwood National Park, Yosemite National 
Park, Point Reyes National Seashore, Pinnacles National Monument, and San Gorgonio 
Wilderness Area. 

•  Emissions from energy production are small percentages of PM2.5, nitrogen oxide, and 
sulfur oxide emissions in California, so energy production likely does not contribute 
substantially to decreased visibility or increased PM2.5 concentrations. 

•  Emissions from non-mobile source energy use are a larger percentage of total emissions 
than emissions from energy production. In particular, wood burning is a substantial 
contributor to PM2.5 emissions in cooler locations, such as the Lake Tahoe and Mountain 
Counties Air Basins. Therefore, emissions from non-mobile source energy use may be 
important contributors to reduced visibility and increased PM2.5 concentrations in some 
parts of the state. 

•  The highest fine particle concentrations in California are present in locations with 
surrounding topography that limits dispersion. These areas include the Central Valley, 
the South Coast Air Basin, the San Francisco Bay area, and the Lake Tahoe Air Basin. 
The highest concentrations at these locations generally occur during the fall or winter, 
when periods of low inversions and low wind speeds lead to the accumulation of 
emitted particulate matter. 

•  Carbon-containing materials and ammonium nitrate are the major constituents of PM2.5 
at the locations with the highest PM2.5 mass concentrations. Wood burning may be a 
major source of the carbon-containing materials, particularly at locations with cooler fall 
and winter temperatures, while the ammonium nitrate is formed from atmospheric 
reactions that involve nitrogen oxides and ammonia. 
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•  Our results indicate that USEPA’s Federal Reference Method for PM2.5 sampling does 
have significant limitations. It cannot assess the chemical composition of the collected 
aerosol, and it may be susceptible to sampling errors based on gas-particle partitioning 
of volatile organics and nitrate under certain conditions. 

•  Revision of our understanding of the composition of PM2.5 has additional implications 
beyond accurate sampling of airborne aerosol mass. Because the various components of 
PM2.5 have different dominant sources, accurate characterization of aerosol composition 
is necessary to design effective emission management strategies. 

•  The SCICHEM plume model is potentially an important tool for examining potential 
impacts on air quality from existing and proposed emission sources such as power 
plants. 

Recommendations: 

•  More effort needs to be employed in testing the SCICHEM model against actual field 
measurements to provide real-world tests of model performance. 

•  More extensive spatial coverage is needed to better understand the nature and causes of 
visibility and particulate matter concentrations in California. Implementation of the 
PM2.5 monitoring network in conjunction with expansion of the Interagency Monitoring 
of Protected Visual Environments (IMPROVE) network will help provide this 
information in the future. 

•  Our observations highlight the need for a more robust sampling system for carbon in 
airborne particles that measures the gas-particle partitioning as it exists in an 
unperturbed air parcel. 
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Abstract 
Relationships between air emissions, airborne particulates, and visibility were examined 
through a series of research projects involving particulate and meteorological measurements, 
plume aerosol modeling, and historical trend analyses. Two principal research areas were 
pursued: completing Project MOHAVE (Measurements of Haze and Visual Effects) and 
initiating California-specific particulate and visibility research. Project MOHAVE was initiated 
in 1991 as part of a U.S. Congressional appropriation to the U.S. Environmental Protection 
Agency to study the relative effects of air emissions from the Mohave Power Project (MPP), a 
large coal-fired power plant located near Las Vegas, NV, on visibility levels at the Grand 
Canyon National Park. Using a variety of analysis techniques, two principal conclusions were 
derived for the Project MOHAVE research: 1) from observational data, analysts were unable to 
find any statistical relationships linking emissions from MPP and visual impairment at 
locations within the Grand Canyon National Park; and 2) using several plume models, MPP 
was found, on average, to contribute during summer between 0.2 to 0.6% of the total light 
extinction and during worst-case conditions (90th percentile frequency) between 1.3 to 2.8% of 
the total.  These percentage contributions are not perceptible to the human eye.  

A second research area investigated the extent of visual impairment in California. This 
involved examining historical trends of emission-causing pollutants and visibility at several 
locations in California, evaluating the accuracy of particulate matter measurement methods, 
and developing new tools for examining plume impacts from point sources. Several 
conclusions were drawn from this work. The trend analysis showed that from 1989 to 1996, 
statewide trends in particulate concentrations exhibited statistically significant decreases in 
many air basins consistent with decreasing trends in emissions of oxides of nitrogen and sulfur, 
and volatile organic compounds. Improving trends in visibility were noted in several visibility-
protected areas such as Yosemite National Park, Pinnacles National Monument, Redwood 
National Park, Point Reyes National Seashore, and San Gorgonio Wilderness Area. The 
particulate measurement studies found that the Federal Reference Method for measuring fine 
particulate matter has significant technical limitations stemming from sampling errors relating 
to gas-particle partitioning of volatile organics and nitrates. This finding is significant because 
such sampling errors may lead to underestimation of PM2.5 concentrations and to an improper 
identification of the sources of airborne particulate matter in designing effective emission 
management control strategies. Finally, a new state-of-the-art air quality model was developed 
and tested that embodies current scientific thinking regarding dispersion and chemistry of 
point source emission plumes. Such a model can provide a useful tool for evaluating potential 
impacts from new and existing power plant emissions on air quality. 
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1.0 Introduction 

1.1 CEC’s PIER Program and the DMAT Project 
The California Energy Commission awarded Public Interest Energy Research (PIER) transition 
funding to electric utilities in December 1997 to allow completion of ongoing research that 
could be irreparably lost or damaged as a result of the adoption of AB 1890. The Desert and 
InterMountain Air Transport Project (DMAT) was approved for funding under the PIER 
Program having met the criteria for the Environmental Enhancement Area as a transition 
project. Under this funding mechanism, the PIER transition funding provided for the 
completion of a number of research studies previously begun as part of an existing 
environmental improvement air quality research program at the Southern California Edison 
Company (SCE). This existing SCE research program had been underway since 1989 with 
funding provided by the California Public Utilities Commission (CPUC) and other co-sponsors 
including the US Environmental Protection Agency (USEPA), Electric Power Research Institute 
(EPRI), the California Air Resources Board, and the U.S. National Park Service (USNPS). Two 
specific research areas were identified as part of the PIER DMAT research project: 

•  Completion of Project MOHAVE (Measurements of Haze and Visual Effects) and 
supporting research studies, and  

•  California-specific visibility and particulate research.  
Each of these areas is described in more detail in this section and in other sections of this report. 

In the report that follows, the specific technical work products prepared under this PIER DMAT 
Project contract are summarized by task number. To provide a proper continuity for the reader, 
references are also made to companion studies funded and completed by other sources 
associated with the existing SCE research program. This provides the reader with the context 
for the objectives developed for the PIER DMAT Project. The complete work products prepared 
under the PIER DMAT Project contract are contained in a series of contractor reports that are 
provided as the appendices to this report. 

1.2  PIER DMAT Purpose and Key Objectives 
The PIER DMAT Project was formulated to complete an on-going SCE research program whose 
purpose was to create credible scientific information to inform decision-makers as they 
contemplate and implement new visibility regulations resulting from the federal Clean Air Act 
(CAA) visibility provisions. Although visibility regulations have been a part of the CAA for 
almost 20 years, tackling the complexities involved with the relevant physical, chemical, 
optical, and human perception processes associated with visibility has been a daunting 
problem. The overarching goal of the PIER DMAT Project was to add relevant information to 
the scientific knowledge base on visibility, ultimately leading to ways to improve the quality of 
the air we breathe (and see). 

Project MOHAVE 
The on-going SCE research program, which had been underway since 1989, included Project 
MOHAVE, a joint governmental/industry research study. Completion of Project MOHAVE 
and supporting studies was a primary focus of the PIER DMAT Project. Project MOHAVE was 
a research study authorized by the U.S. Congress in 1991 to quantify the relative contribution of 
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emissions from SCE’s Mohave Power Project (MPP) located at Laughlin, NV to visual 
impairment in the Grand Canyon National Park (GCNP). Extensive air quality, emission, and 
meteorological information were collected during the course of Project MOHAVE. Many new 
and innovative assessment methods were developed and tested. The primary  objectives of this 
research were: 

•  Develop a method using the MPP tracer data to evaluate and compare the relative 
accuracy of predicted wind fields generated as part of Project MOHAVE. Evaluate the 
method, including its assumptions, sensitivity, and uncertainties. Apply it to wind 
fields generated from field measurements and several atmospheric models during 
Project MOHAVE. 

•  Apply the Reactive and Optics Model of Emissions (ROME) reactive plume model to 
simulate the atmospheric chemical dynamics in converting SO2 emissions from the MPP 
plume to atmospheric particulate sulfate. Examine its sensitivity to changes in key 
model input parameters. 

•  Quantify the change in atmospheric particulate sulfate due to changes in SO2 emissions 
from MPP. 

•  Using a Mie theory model, estimate the contributions to light extinction that would 
result from each of the measured particulate chemical species under a variety of 
assumptions about the state and properties of the aerosol. 

•  Calculate the effect of the modeled SO2 emissions reductions at MPP on light extinction 
at Meadview under several assumptions about the growth mechanism of the secondary 
sulfate particles. 

•  Determine conditions under which light scattering budgets created by multiple 
regression are unbiased estimates of the actual light scattering budget, and identify the 
empirical consequences of departures from those conditions for actual regression-
derived budgets. 

•  Assemble, compile, and integrate all of the individual pieces of research effort 
developed by the individual investigators and prepare a consistent and coherent final 
report. Deliver the Project MOHAVE Final Report after circulating a draft for 
independent peer review. 

California-Specific Visibility and Particulate Research 
In addition to the focus on Project MOHAVE, studies over the last decade have underscored the 
potential for southern California to contribute substantially to haze in the GCNP and other 
regions of the southwestern United States. For the past 20 years, environmental policy concerns 
with respect to national visibility regulations have focused on the GCNP because of its obvious 
scenic value. However, this situation will change in the near future as a result of the 
implementation of the 1999 USEPA Regional Haze Regulations. Virtually every national park in 
the nation will be put on an emission management path towards attaining the CAA-mandated 
goal of remedying all “man-made” visual impairment. 

Visibility-protected areas in California (known by the CAA designation "Class I") are shown in 
Figure 1, along with Class I areas in Nevada, Arizona, and Utah. With 29 Class I areas of its 
own (six in southern California), and with mounting evidence that it is contributing to out-of-
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state haze, the state of California has much at stake. Therefore, a whole host of new regulatory 
initiatives will likely be implemented addressing regional haze issues affecting existing and 
proposed new emission sources (plants) in California including power. The second PIER 
DMAT Project research area was directed at developing new modeling and measurement 
methods for application to California. 

 
 

Figure 1. Class I Areas in California, Nevada, Utah, and Arizona  
(The label "MPP" designates the location of the Mohave Power Project) 

1.3 Program Management 
SCE served as the principal investigator for the PIER DMAT Project. SCE was assisted in this 
effort by a number of contractors who provided specific research products for the DMAT 
Project. In this capacity, SCE established the overall direction and scope of the project and 
worked directly with individual contractors performing specific tasks to ensure that the project 
provided the greatest benefits to the environment and to the electric utility consumer. SCE also 
worked closely with contractors to ensure that all contractual responsibilities were met, budgets 
adhered to, and project deliverables provided. EPRI, under subcontract to SCE, was responsible 
for a number of the PIER DMAT research products. 

1.4 Report Organization 
This document is divided into five sections. This section provides an introduction and overview 
relating to the scope and content of the PIER DMAT Project. Section 2 summarizes all of the 
research work products developed as part of the technical task deliverables for this project. 
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Section 3 provides the conclusions derived from the project, along with recommendations for 
further research. Section 4 provides a list of acronyms and abbreviations, while Section 5 
contains references. This report also provides the specific technical reports prepared as part of 
this project in a series of appendices. 
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2.0 Research Results 

2.1  Approach 
As indicated above, the PIER DMAT Project was comprised of two principal areas: Project 
MOHAVE and California-specific visibility and particulate research. The research studies were 
carried out under the PIER DMAT Project banner corresponding to the PIER DMAT Project 
tasks set forth in the Project work statement (Energy Commission PIER Project #6, Contract 
500-97-012). Many of the task deliverables identified in the work statement have been 
previously provided to the CEC as part of periodic project progress reports. In the discussions 
that follow in this section, these tasks will be summarized by describing the background and 
objectives of the task, task deliverables, study methods, and results. 

This research involved compiling and examining a number of data sets collected during the 
Project MOHAVE study as well as efforts allied with the California-specific visibility and 
particulate research studies. These efforts were comprised of statistical data analyses, technical 
reviews and development of computerized mathematical models, and comparative evaluations 
of alternative pollutant sampling methods and characteristics. 

It should be noted that the PIER DMAT Project enjoyed the advantages of leveraging the 
substantial investments made by other groups as part of Project MOHAVE, as well as leveraged 
funding opportunities provided by the Electric Power Research Institute as part of their base 
budget funding for some of the California-specific visibility and particulate research studies. 

2.2 Project MOHAVE 

2.2.1 Background and Objectives of Project MOHAVE 
Prior to summarizing the specific PIER DMAT Project results, a brief history of Project 
MOHAVE is provided below. In 1991, as part of a U.S. Congressional appropriation bill, the 
U.S. Congress appropriated $2.5 million to the USEPA to “perform a tracer study at the Mohave 
Power Plant” (another name for the Mohave Power Project). The MPP is a 1580-Megawatt coal-
fired power plant operated by SCE. It is located in Laughlin, NV about 90 miles southeast of 
Las Vegas, NV. The location of MPP in relation to a number of Class I visibility-protected areas 
in California, Nevada, Utah, and Arizona was previously shown in Figure 1 above.  

The impetus for this study was the belief that MPP was a major contributor to visibility 
impairment at the GCNP. This belief was formed as a result of several studies performed by the 
USNPS in the 1980’s that examined regional sources of emissions estimated to cause visual 
impairment at the GCNP (Gebhart et al. (1988 and 1993), Malm (1989), and Latimer (1991)). 
Other emission source regions also thought to contribute to regional visibility impairment 
included southern California, the Navajo Generating Station located in northern Arizona, and 
several large copper smelters located in southern Arizona and New Mexico.  

Other studies by SCE (Murray, et al., 1990), though, also examined the effects of MPP during a 
six-month shutdown in the latter half of 1985. These studies looked at the distribution of 
particulate sulfate concentrations, a major contributor to haze in the southwest. They found that 
during the time period of the MPP shutdown, compared to other time periods at the GCNP, 
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haze levels were essentially the same. In other words, sulfate levels at the GCNP varied 
independently of MPP’s level of operation. 

As a consequence of these conflicting sets of analysis results, Project MOHAVE was initiated. 
The primary goal of Project MOHAVE was to determine the contribution of the MPP emissions 
to haze at the GCNP and other nearby mandatory Class I areas where visibility is an important 
air-quality-related value. This included a quantitative evaluation of the intensity, spatial extent, 
frequency, duration, and perceptibility of the MPP contribution. The improvement in visibility 
that would result from the control of MPP emissions was part of this primary goal.  
A secondary goal was to increase knowledge of the contributions of other emission sources to 
haze at the GCNP and the southwestern United States in general. Because knowledge of 
regional transport and air quality levels is necessary to separate the effect of MPP from other 
sources, meeting the primary goal resulted in increased knowledge about the impacts from 
other sources. 

The actual field data collection portion of the project was carried out in 1992 in the 
southwestern United States with the completion of two intensive monitoring periods, one in 
the winter of 1992 and the other during the summer of 1992. A reduced level of effort 
monitoring program was also carried out from February 1992 to July 1992. Extensive air quality 
and meteorological measurements were collected during the project. A detailed discussion of 
the data collected and their analyses can be found in the Project MOHAVE Final Report 
(Pitchford, et al., 1999), the executive summary of which is included as Appendix A of this 
document. The location of the air quality sites is provided in Figure 2. 

Figure 2. Project MOHAVE Air quality monitoring network for measurement of aerosol composition 
and gaseous species 

One of the key components of the study was the release of a unique gaseous tracer from the 
MPP stack and the measurement of this tracer downwind of the stack. The principal benefit of 
this tracer was that it provided an unambiguous indication of the presence of the emission 
plume from MPP, since MPP was the only source of this tracer. In addition, other unique 
tracers were also released from: 
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•  El Centro, CA to document transport from northern Mexico, 
•  Tehachapi Mountains to document transport from the southern San Joaquin Valley of 

California, and 
•  Dangling Rope, Arizona to document the impacts of emissions to the east of the GCNP.  

Several different types of analyses were carried out during the project. These analyses included 
examining the relationships between various measurements such as MPP tracer and particulate 
and light extinction levels at various study monitoring locations, and applying mathematical 
models to apportion particulate sulfur and visibility impairment to emission source areas 
including MPP. Appendix B contains analytical data pertinent to a significant finding resulting 
from the research: a lack of correlation between MPP tracer, elevated levels of sulfates, and 
visibility impairment at the GCNP. 

During the course of the Project MOHAVE data analysis efforts, a number of knowledge gaps 
were identified, dealing with the treatment of plume chemistry in the various assessment 
models being applied. These knowledge gaps were addressed by the research tasks undertaken 
in the PIER DMAT Project. 

The Project MOHAVE Final Report was completed and submitted to the USEPA on March 19, 
1999. Table 1 provides a listing of the various investigators who contributed to Project 
MOHAVE. The interested reader can obtain the Final Report by visiting the USEPA Internet 
site at http://www.epa.gov/region09/air. 

Table 1. Contributors to Project MOHAVE 

U.S. Environmental Protection Agency Southern California Edison Company 
U.S. National Park Service Electric Power Research Institute 
National Oceanographic and Atmospheric 
Administration 

California Energy Commission 

California Resources Board Washington University 
ENSR Corporation California Public Utilities Commission 
University of Southern California University of California – Davis 
Atmospheric and Environmental Research, Inc. Brigham Young University 
Yamada Arts & Science Corp Dr. Ivar Tombach – Environmental Consultant 
Harvard University Colorado State University 
University of Minnesota Brookhaven National Laboratory 
Technical & Business Systems Desert Research Institute 
MPP Co-Owners (Los Angeles Department of 
Water & Power, Salt River Project, and Nevada 
Power Corp.) 

Air Resource Specialists 

2.2.2 Project MOHAVE/PIER DMAT Timeline 
The total time period for Project MOHAVE spanned from its original U.S. Congressional 
appropriation in 1991 until its formal completion in 1999 with the publishing of the Project 
MOHAVE Final Report to the USEPA. Because of the substantial amounts of data collected by 

http://www.epa.gov/region09/air
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at least 20 different investigators of Project MOHAVE, significant amounts of time were 
devoted to collection, quality checking, databasing, and analyzing these data. An initial round 
of model evaluations for simulating the MPP tracer took place in early 1996. The evaluations 
resulted in the conclusion that none of the model performances were deemed adequate for use 
in MPP source impact determinations. This necessitated a second round of new and 
substantially more complex model development efforts from 1996 to 1998. All formal work on 
Project MOHAVE virtually ceased from 1994 to 1996 in order to address the technical needs of 
the Grand Canyon Visibility Transport Commission (GCVTC), which completed its final report 
to the USEPA in June 1996 (GCVTC, 1996). A timeline of the Project MOHAVE study efforts is 
shown in Table 2-2. The Energy Commission PIER efforts spanned the period from January 
1998 to December 1999. 

Table 2. Timeline of PIER DMAT Project/Project MOHAVE 

ACTIVITY 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 

US Congressional 
Authorization 

          

Project MOHAVE 
Study Plan 

          

Winter Field Study           

Summer Field 
Study 

          

Data Base 
Development 

          

GCVTC Study           

Preliminary Project 
MOHAVE Model 
Evaluation 

          

Release of MPP 
Tracer Data 

          

Development of 
Refined Models 

          

Draft Final Report 
for Peer Review 

          

CEC PIER DMAT 
Funding 

          

Final Report           
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2.2.3 Reliability of Regional Wind Fields 

2.2.3.1 Background and Objectives 
Note: This work was performed as PIER DMAT Task 2.1. 

Objectives: 
•  Develop a method, using the MPP tracer data, to evaluate and compare the relative 

accuracy of predicted wind fields generated as part of Project MOHAVE. 
•  Evaluate the method, including its assumptions, sensitivity, and uncertainties. 
•  Apply the method to wind fields generated from field measurements and several 

atmospheric models during Project MOHAVE (Pitchford, et al., 1999). 
Deliverables: 
Contractor Report:  Koracin, D., J. Frye, and V. Isakov (1999). A Method of Evaluating 
Atmospheric Models Using Tracer Measurements. Journal of Applied Meteorology, accepted for 
publication (See Appendix C). 

Background: 
Realistic representations of three-dimensional atmospheric fields are essential for the 
simulation of the transport and diffusion of atmospheric pollutants with air quality models. A 
key element of the atmospheric field is the wind that transports emitted pollutants. This 
element is expressed in terms of the spatial and temporal distribution of the wind speed and 
direction over a geographical region. 

The predictions by an air quality model cannot be better than the quality of the wind 
information used in it. This wind information is typically provided by interpolation of 
measurements or is generated by a wind field model. Different approaches do not always 
produce consistent wind fields, especially in the complex terrain of the western U.S. where 
MPP is located. Therefore, it would be useful to have a tool that evaluates the wind fields that 
are produced and provides a measure of how well each method represents reality. Figure 3 
provides a topographic view of the complex terrain in the MPP site region. 
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Figure 3. Topography of the Colorado River Valley. 
Contour interval is 100 meters. MPP is the Mohave Power Project. 

Many recent regional air quality measurement and modeling studies have included injection of 
a tracer material into the emissions from a source or source region. This tracer serves as a 
unique marker of the air mass that contains the pollutants emitted from that source. The 
measurement of ambient concentrations of the tracer over time and space defines where these 
pollutants have been transported by the wind, and how much they have been diluted by 
mixing into the surrounding atmosphere. 

This information about the distribution of the ambient tracer concentrations can also be used to 
evaluate the predictions of a wind field model. Generally, this is accomplished using the wind 
field to construct transport trajectories from the source. The paths of these trajectories over the 
ground are compared with the locations of the highest tracer concentration observations. If the 
trajectories pass near the locations where the measured concentrations are highest, then the 
wind field is taken to be a good representation of the actual transport wind. 

There are limitations to this approach. It is subjective and, therefore, qualitative. Consequently, 
it cannot be used for making an objective comparison of the qualities of two different wind 
fields. Furthermore, if the sampling network is sparse (and it usually is), the true peak 
concentration locations with which the trajectories should coincide may not be at sampling 
locations but rather lie between them, which leads to uncertainty in the evaluation. 

These limitations inspired the need for a technique that could evaluate the quality of wind 
fields and assign figures of merit to them, and that would work even if the sampling network 
was not fine enough to discern the cross-sectional structure of the tracer plume. This need led 
to the research that is summarized here and is described in greater detail in Koracin et al. (1999) 
which is attached as Appendix C.  

The technique evaluates only wind fields prior to incorporation of dispersion into the model 
calculations. The results of this evaluation cast some light on the relative accuracy of the 
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transport patterns as calculated by the various models in the MPP emission source attribution 
for visibility impairment. The most important use of this method is to select the wind fields that 
are best able to represent tracer transport. The method can be used as a screening tool to 
provide the most accurate wind fields to dispersion modelers. This application yields a solid 
base for improvement of dispersion models and prevents erroneous modifications of the 
models due to inaccurate wind fields. 

2.2.3.2 Methods 
The method that was developed for evaluating wind fields using tracer data relies on a function 
that was created for this purpose and is named the “tracer potential” (TP) function. Specifically, 
for a given receptor at which tracer concentrations were measured, a 3-dimensional field of 
tracer potential values surrounding the receptor is defined according to the formula 

     TP(x,y,z) = c/(r + r0). 

Here, c is the measured concentration of the tracer at the receptor and r is the distance from the 
receptor to any location (x,y,z) in the atmosphere. The constant r0 is needed to keep the value of 
TP finite at the receptor, where r = 0. For convenience, we can set r0 = 1, so TP = c at the receptor 
and it decreases roughly 1/r as one moves away from the receptor. This field of TP values 
applies over the period of time that the measurements of c were made; a new TP field is 
generated when the next measurement is used. Since measurements of tracer concentrations are 
typically only available at ground-level (i.e., for z > 0), the TP for z = 0 will generally be the 
only one used. 

When there are many receptors, each with its own measured concentration, the TP at any point 
in space is just the sum of the TPs attributable to each of the individual receptors. The TP field 
then provides a portrayal of the location of the tracer plume, because the largest values of TP 
occur in the area where the highest concentrations were measured.  

Now, take the point (x,y,z) to be a point on a wind trajectory from the tracer source. That point 
represents the location of an air parcel at the same time as the tracer measurements that define 
the TP were made. Then, the TP value at that point can be considered as a figure of merit that 
expresses how closely that point on the wind trajectory coincides with the location where the 
measured tracer concentrations indicate the location of the plume to be. The TP has its highest 
value when the trajectory point is at the same location as the tracer plume location, and has a 
lower value further from that location. It is higher where the tracer concentrations are higher 
and is lower where the tracer concentrations are lower. (Although the TP field is usually only 
defined at the surface, z = 0, we can still use this same approach to evaluate wind trajectories at 
different levels above the ground by assuming that the transported material is mixed down to 
the ground at the receptor. One can also use a trajectory that reflects the integrated transport 
effect of winds at several levels.) 

If one defines an initial TP0 at the location of the source, then TP will either increase or decrease 
from this value as the air parcel is transported away from the source. (Typically, TP0 is not a 
maximum, particularly for measurements made on the surface, because the plume doesn’t 
reach the ground until some distance from the source.) For the typical measurement of tracer 
concentrations along the surface, it is useful to reference the values of TP relative to TP0, and the 
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discussion from here on will deal with TP values relative to this reference. Using this new 
reference, values of TP can be positive or negative. Values of TP > 0 along a trajectory tend to 
reflect “success” in finding the location of the measured tracer plume. Conversely, values of TP 
< 0 tend to reflect lack of success in finding the location of the plume.  

Often, tracer concentrations are measured as averages over periods of many hours, while wind 
fields are updated hourly. For the example of a 6-hour sample, this means that there will be six 
points along one trajectory from the source that correspond to predicted plume air parcel 
locations at each of the six hours of sampling. One can then create an integrated (or “net”) TP 
for this trajectory over the sampling period by integrating the area under the curve of a plot of 
TP versus time along the trajectory (creating, in effect, an average TP for the period, multiplied 
by the length of the period). This integrated TP is called the TP area. There will also be six 
separate trajectories generated over the six-hour period, one starting at the source each hour, so 
the overall TP area for the sample will be the average of six of these integrated TP areas. 

The value of the TP or TP area that is derived is a number that can only be interpreted in a 
relative sense; its magnitude has no obvious physical significance. To provide a quantitative 
figure of merit, it is useful to divide the TP or integrated TP area by the maximum value that it 
would have in the presence of a trajectory that perfectly represents the measured concentration 
distribution. Since this actual trajectory is not known, a numerical procedure was developed to 
generate the trajectory that would produce the maximum integrated TP and this highest value 
was taken as an approximate representation of the TP area of a perfect trajectory. The success, s, 
of the predicted trajectory is then defined as  

     s = TP/TPmax , 

where TPmax is the maximum TP (or TP area) that results from the synthesized approximation of 
a perfect trajectory. A single TP or the TP area can be used in the success formula, as 
appropriate, since TP area is just a composite of multiple TPs. 

A value of s < 0 means that the predicted trajectory is a poor estimate of the actual trajectory. 
(Recall that TP and TP area can be less than zero, because they are calculated so that TP = 0 at 
the source.) A value near unity means that the predicted trajectory is close to the synthesized 
highest TP trajectory. Typical values lie between 0 and 1, and can be expressed as a percent. 

2.2.3.3 Results and Discussion 
The TP method was applied to evaluating the quality of six wind fields that were derived from 
measurements and modeling performed for the summer 1992 intensive period of Project 
MOHAVE (Pitchford et al., 1999). Measurements made during 38 days, selected from the period 
from July 12 to August 31, 1992, were used for this analysis. The wind fields tested 
encompassed the following: 

•  Interpolated wind measurements from four radar profilers. 
•  Wind fields generated by the California Meterological Model (CALMET). (A diagnostic 

model objectively interpolates measurements and applies physical constraints, such as 
mass conservation, to the interpolation.) Both routine meteorological observations and 
radar profiler measurements were used as input data. 
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•  Wind fields generated by the Enger-Koracin (EK) higher order turbulence closure model 
for a set of conditions, with the field for each day selected to be that one which 
compared most favorably with wind profiler measurements. The EK model is a 
prognostic meteorological model. (A prognostic model derives the meteorological 
conditions from the first principles, and the equations of state and motion, starting with 
measured or synthesized initial and boundary conditions.) 

•  Wind fields generated by the Mesoscale Model Version 5 (MM5), another prognostic 
model, for the period from August 7 to 14,1992. 

•  Wind fields generated for the period from August 6 to 16, 1992 by the Higher Order 
Turbulence Model for Atmospheric Circulation (HOTMAC) prognostic model. Wind 
profiler measurements were used for “nudging” the model’s calculations. 

According to the TP analysis, the most successful of these methods was the CALMET wind 
field when the wind field at the most probable effective plume height was used to define the 
trajectories. It was the only model that yielded positive values for the TP area during the entire 
period. Its highest success rate, s, was 22% and s was greater than 10% on 23 of the days. The 
interpolated wind profiler fields had the highest single-day success rate (37%), but the results 
varied greatly from day to day and the TP area was negative on eight of the days. The two 
prognostic models, MM5 and HOTMAC, showed similar results, with success greater than 10% 
on several days of the short periods over which they were tested, but they also showed one or 
two days with negative TP area. The approximation of measured conditions with the EK wind 
fields had relatively low success. 

If the evaluation is limited to receptors relatively close to the source, in the region where the TP 
values for all models tended to be positive, then CALMET, MM5, and HOTMAC all performed 
roughly comparably, with daily success rates up to about 20%. The average success of the 
interpolated wind profiler fields was not as good as that of these three models. Thus, 
incorporation of measurements into a diagnostic model (CALMET) appears to significantly 
improve the success rate over that which is obtained by simply interpolating measurements. 
Also, the HOTMAC wind fields that were nudged with measurements yielded success rates 
similar to those of the MM5 fields, which did not incorporate nudging. 

This example illustrates the capability of the tracer potential method for evaluating wind fields 
when tracer data are available. Application of the TP method produces meaningful information 
concerning the performance of various wind fields. This information can be used as guidance 
for selecting the appropriate wind field, as well as for diagnosing means to improve the 
capability of a given wind field generation method.  

Thus, the objectives of the research were met. 

Recommendations 
•  Further work on understanding the uncertainties of the TP method is desirable. A 

question deserving attention is the sensitivity of the results to receptor spacing, 
especially in the case where the receptors are so far apart that the plume could pass 
between two of them undetected. There is clearly a receptor spacing beyond which the 
TP method’s results will be highly uncertain. Further refinement of the method, 
particularly for use with three-dimensional trajectories, should be undertaken. In 
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addition, if tracer measurements aloft become available, it would be desirable to test the 
full three-dimensional formulation of the method. 

2.2.4 Chemical Characterization of the MPP Plume 

2.2.4.1 Background and Objectives 
Note: This work was performed as PIER DMAT Task 2.2. 

Objectives: 
•  Apply the Reactive and Optics Model of Emissions (ROME) reactive plume model to 

simulate the atmospheric chemical dynamics in converting SO2 emissions from the MPP 
plume to atmospheric particulate sulfate. 

•  Examine the sensitivity of the ROME model to changes in key model input parameters. 
•  Quantify the change in atmospheric particulate sulfate due to changes in SO2 emissions 

from MPP. 
Deliverables: 
Contractor Report: Karamchandani, P., Y. Zhang, and C. Seigneur, 1998. Simulation of sulfate 
formation in the Mohave Power Project plume, Paper No. 98-RP101A, presented at the 91st 
Annual Meeting & Exhibition of the Air and Waste Management Association, June 14-18, San 
Diego, CA (See Appendix D). 

Background: 
During the course of Project MOHAVE, many different assessment models were proposed and 
applied to quantify the impacts of emissions from MPP. These models incorporated different 
techniques for treating the atmospheric chemical conversion of MPP SO2 emissions to 
particulate sulfate, which was of greatest interest in this project. These techniques ranged from 
simple first-order constant conversion assumptions to reactive plume models incorporating 
advanced plume and chemical modules. Although easy to apply, the simple models lacked the 
scientific rigor necessary to capture the complex physical and chemical dynamics that are 
involved in simulating the transport and chemistry of plumes. 

Therefore, a need was identified to develop, test, and apply a reactive plume modeling 
methodology capable of predicting the conversion of MPP SO2 emissions to particulate sulfate 
and the contribution of MPP sulfate to measured sulfate at a number of locations in the Grand 
Canyon region. Using this methodology, it was possible to determine the contribution of MPP’s 
emissions to particulate sulfate and hence to light extinction at locations in the GCNP. A 
complete description of the modeling methodology and its applications can be found in 
Appendix D. 

2.2.4.2 Methods 
The modeling method developed as part of this task was based on ROME (Seigneur et al., 
1997). ROME includes state-of-the-science formulations of the governing transformation 
processes, including gas- and aqueous-phase reactions, gas-liquid equilibria, gas/particle 
equilibria, and aerosol dynamics and chemical composition. The model uses a Lagrangian or 
trajectory approach to simulate the transport and dispersion of the MPP plume, and simulates 



22 

the gas- and aqueous-phase reactions that occur as the plume mixes with background air. 
(Background air is defined as the air outside the plume). Of particular interest are the 
conversion of SO2 emissions to particulate sulfate, and conversion of oxides of nitrogen 
emissions to particulate nitrates. 

SO2 conversion rates in a power plant plume can be significantly different from ambient 
background conversion rates because oxides of nitrogen (NOx) concentrations that affect 
oxidant levels in the plume are significantly different in the plume vs. the background air. 
Plume SO2 conversion rates are strong functions of the background chemical concentrations,  
plume dispersion, and interactions of the plume with fog and clouds. Furthermore, plume 
conversion rates vary with time because (1) the gas-phase reaction is a function of OH radical 
concentrations that are affected by daily photochemical activity; (2) the aqueous-phase reaction 
with hydrogen peroxide (H2O2) is typically oxidant limited in a plume and will proceed rapidly 
but will stop when the H2O2 is depleted; and (3) the aqueous-phase reactions with oxygen 
molecules (O2) (catalyzed with iron (Fe) and manganese (Mn)) and ozone (O3) are self-limiting 
because their rates decrease with decreasing pH. In addition, the aqueous-phase conversion 
processes lead to non-linear relationships between SO2 and sulfate. Such non-linear 
relationships cannot be simulated with constant conversion rates such as were used in other 
Project MOHAVE models. Thus, it was necessary to simulate these chemical processes 
explicitly to properly represent the conversion of SO2 to particulate sulfate in the MPP plume. 
The approach adopted in this study was to use a reactive plume model with a detailed 
treatment of the gas-phase, particulate-phase, and droplet-phase chemical reactions that govern 
the conversion of SO2 to particulate sulfates.  

The ROME model consists of a two-dimensional array of contiguous grid cells that is 
perpendicular to the mean wind direction. These cells can expand horizontally according to a 
Gaussian distribution for inert species. The vertical depths of the cells remain constant during a 
given model simulation. Reactive chemical species undergo chemical reactions in and between 
the cells and background according to a Fickian diffusion algorithm. Concentrations of emitted 
species that are considered inert are assumed to follow a Gaussian distribution. In addition, 
vertical diffusion and convection occur for all species (inert and reactive), since the vertical grid 
structure of the model does not change during a given simulation. A variety of options are 
available to specify or calculate horizontal and vertical dispersion coefficients, and the model 
includes a state-of-the-science formulation for plume rise and dispersion using second-order 
closure algorithms.  

ROME also includes modules for gas- and aqueous-phase chemistries and gas-liquid equilibria, 
aerosol dynamics and chemical composition, dry and wet deposition, and atmospheric optics. 
The gas-phase chemistry of volatile organic compounds (VOCs), NOx, and photochemical 
oxidants is based on the most recent version of the Carbon Bond Mechanism IV (CBM IV), 
(Gery et al., 1989 with subsequent revisions). The gas-phase oxidation of SO2 is simulated using 
the kinetic expression of Atkinson and Lloyd (1984). 

In the presence of clouds, the aqueous-phase chemistry module of ROME is activated. Cloud 
water content can either be prescribed as an input or can be calculated internally in the model 
using a cloud microphysics module. The aqueous-phase chemistry module includes 30 
irreversible reactions, 13 ionic equilibria, and 18 gas-liquid equilibria (Seigneur and Saxena, 
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1988). Three major pathways leading to SO2 oxidation in the aqueous-phase are included in the 
mechanism. These include oxidation by H2O2, O3, and O2 (catalyzed by Fe and Mn). The 
oxidation of SO2 by H2O2 has been shown to be very rapid (Hoffman and Calvert, 1985), and SO2 

and H2O2 typically do not coexist in atmospheric clouds unless SO2 is complexed as 
hydromethanesulfonic acid by formaldehyde. The aqueous-phase chemical mechanism in 
ROME simulates this titration of SO2 by H2O2. The oxidation reactions of SO2 with O3 and O2 are 
slower and have chemical kinetics that depend on the pH of the cloud's droplets (Hoffman and 
Calvert, 1985; Martin, 1984). ROME uses the most recently available laboratory data to simulate 
these reactions. 

Gabruk (1999) and Seigneur (1999) have previously undertaken evaluations of the various 
modules of the ROME model, using a variety of different field data. The CBM IV chemical 
mechanism, in addition, has undergone a number of extensive evaluations and improvements 
by the USEPA since the CBM IV was implemented in the USEPA Urban Airshed Model, the 
approved model for urban airshed photochemical applications.  

ROME requires meteorological and dispersion data, as well as background chemical 
concentration data along the plume trajectory, to perform the transport, dispersion, and 
chemistry calculations. In addition, MPP emissions of oxides of sulfur (SOx), NOx, tracer, and 
trace metals such as iron and manganese are also required to specify the initial concentrations 
in the plume near the stack. The stack emissions data were obtained from stack tests conducted 
during the Project MOHAVE intensive monitoring periods. 

The meteorological data required by ROME consist of plume wind speeds or travel times as 
well as vertical profiles of temperature, air pressure, relative humidity, and cloud liquid water 
content. The dispersion data consist of plume widths and vertical profiles of eddy diffusion 
coefficients along the plume trajectory. The meteorological input data were derived from the 
results of Lu and Yamada (1998), who applied a three-dimensional mesoscale meteorological 
modeling system and a three-dimensional Lagrangian random puff dispersion model to 
simulate the wind, turbulence, and tracer gas concentrations observed during the summer 
intensive monitoring period of Project MOHAVE. The model employed was previously 
evaluated using the method developed by Koracin (1999) in PIER DMAT Task 2.1 (see Section 
2.2.3). 

The background chemistry data include concentrations of O3, NOx, H2O2, VOCs, peroxyacetyl 
nitrate (PAN), carbon monoxide (CO), ammonium (NH3), and tracer metals such as iron and 
manganese. Wherever possible, these data were obtained from ground-level and aircraft 
measurements conducted as part of the summer intensive monitoring period of Project 
MOHAVE. For chemicals that were not monitored, a literature survey was carried out to 
estimate representative concentration values. 

2.2.4.3 Results and Discussion 
A number of trajectories were simulated covering an 11-day period from August 6 to August 
16, 1992. These trajectories originated at MPP and generally moved in the direction of 
Meadview at the western end of the GCNP. The trajectories were selected during time periods 
when the MPP tracer concentrations were highest at Meadview during this period. After the 
trajectories were selected, initial and background chemistry conditions and meteorological 
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input data required for the ROME simulations were developed. Transport/chemistry 
calculations were then performed for these trajectories.  

Tables 3 and 4 summarize the results for the Meadview and Hopi Point monitoring sites. These 
tables show model estimates of sulfate concentrations attributable to MPP that were calculated 
for each 12-hour averaging period from trajectories that were simulated for Meadview and 
Hopi Point. The measured 12-hour average sulfate concentrations for each period and the 
relative contribution of MPP to the measured sulfate are also provided. In addition, an 
aggregate MPP sulfate to MPP SO2 ratio is an approximate measure of the conversion of MPP 
SO2 to sulfate. 

Table 3. Transport/Chemistry Results for Meadview, ROME Model 

Date of Initial 
Time 12-hr Period 

MPP Sulfate 
(ng/m3) 

Sulfate 
(%) SO2 

Observed 
Sulfate 
(ng/m3) 

Calculated MPP 
Contribution to 
Sulfate (%) 

8/5/92 7pm – 7am 22 1 1636 1.3 
8/6/92 7am – 7pm 123 18 2673 4.6 
8/6/92 7pm – 7am 31 3 2918 1.1 
8/8/92 7pm – 7am 8 <1 1645 <1.0 
8/9/92 7am – 7pm 90 5 2043 4.4 
8/13/92 7am – 7pm 10 3 1347 <1.0 
8/13/92 7pm – 7am 92 2 1791 5.1 
8/14/92 7am – 7pm 244 14 2891 8.4 
8/14/92 7pm – 7am 382 30 2037 18.8 
8/15/92 7pm – 7am 190 13 2514 7.5 
8/16/92 7am – 7pm 53 8 2437 2.2 
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Table 4. Transport/Chemistry Results for Hopi Point, ROME Model 

Date of Initial 
Time 12-hr Period 

MPP Sulfate 
(ng/m3) 

Sulfate 
(%) SO2 

Observed 
Sulfate 
(ng/m3) 

Calculated MPP 
Contribution to 
Sulfate (%) 

8/6/92 7pm – 7am 2 13 1217 <1.0 
8/7/92 7am – 7pm 17 15 1799 <1.0 
8/9/92 7am – 7pm 96 37 1572 6.0 
8/9/92 7pm – 7am 28 39 1648 1.7 

8/15/92 7pm – 7am 64 37 1322 4.8 
8/16/92 7am – 7pm 129 29 2014 6.4 

 

As shown in these tables, the following results were obtained: 

•  Estimated contribution of MPP to 12-hour average sulfate concentrations measured at 
Meadview ranged from less than 1% to 18.8% for these simulations.  

•  Over the entire period, the estimated average MPP contribution to 12-hour average 
sulfate concentrations was about 5%.  

•  The MPP sulfate to MPP SO2 ratio ranged from less than 1% to 30%. The average ratio 
over the period was about 9%.  

•  At Hopi Point, MPP sulfate concentrations were smaller than those at Meadview. The 
estimated MPP contribution to observed 12-hour average sulfate ranged from less than 
1% to 6%. 

•  The MPP plume had significant interactions with clouds during only one time period 
(the night of August 5, 1992) as it traveled to Meadview. These trajectories were fast-
moving and had short residence times and impact times at Meadview. None of the 
trajectories from MPP to Hopi Point encountered clouds at plume levels.  

Several other model cases were also examined to assess the sensitivity of the modeling 
calculations and results to changes in the input data. The following results were obtained: 

•  Changing the background concentrations to enhance sulfate formation in the plume 
(e.g., increasing VOC, O3, PAN, Fe, Mn, and NH3 and decreasing background SO2 
concentrations) did not always result in higher sulfate concentrations, because the long 
travel times of the plume led to various chemical regimes. 

•  As expected, increasing the interaction of puff trajectories with clouds increased the 
conversion of SO2 to sulfate in the plume. This effect is enhanced when the H2O2 

available for aqueous-phase oxidation is implicitly increased by setting background 
levels of SO2 to zero. For an extreme hypothetical scenario, the upper bound value for 
the MPP sulfate contribution for a cloudy day was 18%.  



26 

Finally, a model simulation was performed to determine the change in MPP sulfate 
concentrations at Meadview for a 90% change in MPP SO2 emissions. The overall reduction in 
MPP sulfate found for two selected puffs was an 81% reduction, a slightly non-linear response.  

The objectives of this task were met. 

2.2.5 Contribution of Sulfate to Light Extinction 

2.2.5.1 Background and Objectives 
Note: This work was performed as PIER DMAT Task 2.3. 

Objectives: 
•  Using a Mie theory model, estimate the contributions to light extinction that would 

result from each of the measured particulate chemical species under a variety of 
assumptions about the state and properties of the aerosol. 

•  Calculate the effect of the modeled SO2 emissions reductions at MPP on light extinction 
at Meadview under several assumptions about the growth mechanism of the secondary 
sulfate particles. 

Deliverables: 
•  Contractor Report:  Lowenthal, D.H., J.G. Watson, and P. Saxena (1999). Contributions 

to Light Extinction during Project MOHAVE. Submitted to Atmospheric Environment (See 
Appendix E). 

Background:  
Using the extensive air monitoring data collected during the summer 1992 Project MOHAVE 
field study, the contribution of aerosols to light extinction at the Meadview site was estimated 
using Mie theory and size-resolved aerosol chemical measurements. Of particular interest was 
the contribution of size-resolved sulfate particulates to light extinction, which has been shown 
from the Project MOHAVE measurements to contribute an average of 18-20% of the total light 
extinction in the GCNP.  

This research provided information for relating the measured aerosol concentrations and the 
results of the sulfate modeling studies to the light extinction at Meadview, AZ (near the 
western end of GCNP). The calculation of the optical effects of the aerosol requires information 
about the aerosol that is not readily measurable, and therefore assumptions have to be made 
about the state of the aerosol and some of its properties. It is important to understand how 
these assumptions affect the conclusions that are reached. 

The methods and findings of this research are summarized here. It is described in greater detail 
in Appendix E. 

2.2.5.2 Methods 
Particle light extinction was calculated by applying a Mie theory model, Elastic Light Scattering 
Interacting Efficiencies (ELSIE) (Sloane, 1986; Lowenthal et al., 1995), to the speciated aerosol 
composition measured by the Interagency Monitoring of Protected Visual Environments 
(IMPROVE) sampler at Meadview during the summer 1992 intensive study of Project 
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MOHAVE. Mie theory defines the light scattered and absorbed by a spherical particle of 
specified size and index of refraction. The contributions of sulfate, nitrate, organic carbon (OC), 
elemental carbon (EC), and soil dust particles were calculated. The size distributions of all 
species except nitrate were determined from measurements made by Micro Orifice Uniform 
Deposit Impactor (MOUDI) size fractionating impactors at Meadview; the nitrate size 
distribution, which was not measured, was assumed to be the same as that of sulfate. 

Several aspects of the aerosol were not known, and so the Mie theory modeling was used to test 
alternative assumptions about its makeup. Specifically, it was not known whether the fine 
particles were internally mixed (i.e., every particle in the aerosol is a mixture of the various 
chemical species and has the same relative chemical composition) or externally mixed (the 
aerosol consists of separate particles of sulfate, nitrate, organic carbon, etc.), so calculations 
were made for both mixing states. In addition, the effects of two alternative assumptions about 
the degree of neutralization of the sulfate were tested. Also tested were the effects of 
assumptions about several unknown properties of the organic carbon particles at Meadview, 
including their hygroscopicity (i.e., the affinity of the OC particles for water), their carbon 
fraction, their density, and their refractive index. 

These results were compared with measurements of light scattering and absorption.  

Mie theory was also used to determine the scattering efficiency of each species. The scattering 
efficiency for a species is the change in light scattering associated with a unit change in the 
concentration of that species. Each scattering efficiency was calculated from the change in light 
extinction that was associated with a small decrease in the concentration of the respective 
species. These scattering efficiencies were then multiplied by the measured species 
concentrations to construct light extinction budgets, which apportioned the total light 
extinction to the various species. 

The final analysis of the research was a calculation of the effect of a decrease in ambient sulfate 
concentrations, due to a removal of MPP emissions, on light extinction at Meadview. One of the 
modeling systems used during Project MOHAVE encompassed the HOTMAC meteorological 
model, the Random Puff Transport and Diffusion Model (RAPTAD), and the ROME plume 
chemistry model. Analyses with this system, the most sophisticated modeling system applied 
during Project MOHAVE, during part of the summer 1992 period indicated that that the largest 
12-hour average contribution of MPP emissions to sulfate at Meadview was 19% of the 
measured sulfate concentration. In the research program described here, the light extinction 
impact of this level of decrease in sulfate was calculated by Mie theory, under four different 
assumptions concerning the effect of this removal on the size distribution of the sulfate 
particles. 

2.2.5.3 Results and Discussion 
The Mie theory calculations of light scattering yielded results that average absolute errors 
within 13.8% to 22.7% of the values measured by a fine particle integrating nephelometer (a 
device that continuously measures light scattering) at Meadview. The estimates were largely 
insensitive to assumptions about sulfate neutralization, aerosol mixing state, and OC 
hygroscopic properties. The largest deviations from the measured light scattering (those with 
average absolute errors greater than 18%) were associated with relatively non-conventional 
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assumptions about the fraction of carbon in organic particles and the density of OC particles. 
Better results were obtained by multiplying the measured OC mass by 1.2 to obtain the mass of 
organic particles and using a specific gravity of 1.2 for those particles, than by using other 
values. 

The Mie theory calculations produced light absorption coefficients that were much smaller, by 
factors of 7 to 12, than those derived from measurements made by the laser integrating plate 
method (LIPM). This discrepancy appears to be due to a systematic error in the LIPM 
measurements. This conclusion is supported by analyses of the integrating plate method by 
Horvath (1997a, 1997b), who concluded that the method significantly overestimates light 
absorption for aerosols in which only a minor portion of the light extinction is due to 
absorption, as is the case for the Meadview data. 

The extinction budgets indicated that, on average, Rayleigh scattering by air molecules 
accounted for 39.4% of the light extinction at Meadview in the summer of 1992, coarse particles 
accounted for 21.2%, sulfate-containing particles for 19.4%, and organic carbon particles for 
8.6%. Fine particle absorption was estimated to account for 4.6%. The extinction thus calculated 
was considerably lower than the extinction measured by a transmissometer, however, this 
discrepancy has not been explained. 

Calculations of the effect of the removal of MPP emissions found that a 19% decrease in 
ambient sulfate would produce a decrease in light extinction of between 3.3% and 5.3%, 
depending on the assumed effect on the sulfate size distribution. 

The sulfate formation process that produced the 19% estimate in the model involves gas-phase 
surface reactions of SO2 on existing particles. Mie theory calculations based on the size 
distribution effects of this process indicate that the dry extinction efficiency of the removed 
sulfate is in the vicinity of 2 m2/g. This value is considerably smaller than the value of 3 m2/g 
that is typically used to represent sulfates. The higher value was found here to be associated 
with liquid-phase volume reactions of SO2 in droplets. Based on these analyses, Project 
MOHAVE used 2 m2/g as the extinction efficiency of MPP sulfate when calculating the 
contribution of MPP emissions to GCNP light extinction. 

The objectives of this task were met. 

2.2.6 Reconciliation of Scientific Issues Regarding Light Extinction at the Grand 
Canyon 

Note: This work was performed as PIER DMAT Task 2.4. 

Objectives: 
•  Assemble, compile, and integrate all of the individual pieces of research effort 

developed by the individual investigators and prepare a consistent and coherent final 
report. 

Deliverables:  
•  Various scientific reports from the numerous study investigators were integrated into 

the Project MOHAVE Final Report. 
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Background: 
The Project MOHAVE Final Report was prepared by a number of investigators in several 
organizations, with each investigator preparing their own section of the report. The objective of 
this task was for a single investigator to work with the various contributors to Project 
MOHAVE in finalizing the report. Under this task, this single investigator accumulated all of 
the report sections, assembled them into a single comprehensive report, provided consistency 
in terms of style, and edited the resulting report for review. This investigator was also 
responsible for collecting the comments from the independent peer review scientists and 
ensuring that all of their comments were addressed.  This particular task was undertaken and 
successfully completed by Dr. Ivar Tombach, private consultant.   

The objective of this task was met. 

2.2.7 Light Extinction Estimation and Measurements 
Note: This work was performed as PIER DMAT Task 2.5. 

2.2.7.1 Background and Objectives 
Objectives: 

•  Determine conditions under which light scattering budgets created by multiple 
regression are unbiased estimates of the actual light scattering budget. 
Identify the empirical consequences of departures from those conditions for actual 
regression-derived budgets. 

Deliverables:  
•  Contractor Report: Vasconcelos, L. A. de P., Macias, E. S., McMurry, P. H., Turpin, B. J. 

and W. White, 1999. A Closure Study of Extinction Apportionment by Multiple 
Regression. Submitted for publication to Atmospheric Environment, August (See 
Appendix F).  

Background: 
Both federal USEPA and regional/state air quality regulators are considering the 
implementation of new regional haze regulations. In addition, the new federal fine particulate 
standard aimed at protecting human health may require additional controls on sources 
contributing to secondary aerosol formation. Applying the best science available and applicable 
to California would help ensure that regulatory decisions are well-founded. 

Field measurements concerned with the effects of air pollutant sources on visibility generally 
include measurements of light extinction or scattering, the mass concentrations of fine particles, 
and the bulk chemical composition of samples of those particles. Typically, the mass 
concentrations of sulfates, nitrates, elemental carbon, organic carbon, and soil particles are 
characterized. The total light scattering by particles, bsp, is then “budgeted” as the sum of 
distinct contributions that are proportional to the individual species’ mass concentrations xj: 

 bsp = Σ ejxj. 

This budget provides a basis for apportioning visibility management resources to focus on 
sources of the most important species. 
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The coefficient ej in the light scattering budget is the mass-specific scattering, or “scattering 
efficiency,” of the jth species. It depends on the species’ refractive index, density, water uptake, 
distribution with respect to particle size, and other factors. Its value in an actual ambient 
aerosol is difficult to determine because simultaneous measurements of all relevant variables 
are rarely available in sufficient detail. Where detailed aerosol measurements are unavailable, 
scattering budgets are instead often based on multiple linear regression of measured total 
scattering on measured species mass concentrations. The regression approach extracts estimates 
of the ej from repeated measurements of bsp and xj, where the number of samples analyzed 
should considerably exceed the number of species. The regression estimates are characteristic of 
the overall set of samples and do not capture fluctuations of scattering efficiency in individual 
observations. 

The research described here examines theoretical conditions under which multiple regression 
provides sound estimates of the ej, and identifies the errors produced in regression estimates by 
violations of these conditions in actual California aerosols. 

2.2.7.2 Methods 
A new theoretical framework was developed within which regression analyses can be shown to 
yield unbiased estimates of the mean light scattering budget for the given collection of samples. 
The assumptions of the new theory are less restrictive than those in previous justifications 
offered for regression; those excluded situations where species’ particle size distributions and 
water uptakes might vary from sample to sample, as they are known to do in reality. The sole 
condition required by the new theory is that any variations in each species’ characteristics be 
random: that is, that they be statistically independent of all species’ concentrations.  

The new theory yields an equation that relates errors in regression-derived scattering budgets 
to particular violations of the independence assumption. This equation serves as a “statistical 
microscope” that allows us to resolve the overall error into a sum of distinct component errors, 
each arising from correlated variations between efficiencies and concentrations. The individual 
terms in this decomposition were evaluated for a synthetic aerosol data set based on actual 
measurements made during the Southern California Air Quality Study (SCAQS). 

In an earlier research effort, McMurry and coworkers at the University of Minnesota Particle 
Technology Laboratory (PTL) developed models of the SCAQS aerosol that integrated detailed 
measurements of particle chemical composition, water content, and size distribution in each 
sample. The expected total light scattering by these particles was then computed from 
electromagnetic theory (Mie theory) and found to exhibit reasonable agreement with actual 
SCAQS measurements. For the present analysis of regression, a self-consistent set of input data 
was constructed from the PTL work by pairing the measured species mass concentrations with 
the calculated total scattering coefficients. For these hybrid data, the exact relationships of 
scattering to particle composition are thus known a priori.  

The mean scattering efficiencies estimated by multiple linear regression on the PTL SCAQS 
data were compared with the exact values defined by the PTL model. Differences were then 
resolved into the individual terms of the error equation described above. In this manner, it was 
possible to relate errors in the regression estimate for sulfate, for example, to non-random 
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variations in the concentrations and efficiencies of nitrate, sulfate, carbon, and soil. Table 5 
gives an example of these results. 

Table 5. Example results for PTL external-mixture model of SCAQS aerosol data. 
All entries are in m2/g. 

 (a) (a) (b) (b) (b) (b) 
 mean(ej) ej

reg Nitrate Sulfate Carbon Soil 
Nitrate 5.4 7.5±0.6 1.3 1.0 -.3 0.1 
Sulfate 5.1 5.8±1.0 0.4 0.2 0.2 -.1 
Carbon 5.8 4.7±0.8 -.9 -.7 0.5 0.1 
Soil 2.8 -.3±1.5 -1.2 -1.0 -.6 -.3 
(a)  Mean scattering efficiencies compared with regression estimates (± 
standard error). Regression estimates are underlined if disagreements 
are statistically significant(p ≤ 0.05).  
(b)  Decomposition of estimation errors ej

reg -ej. Entries in a column arise 
from concentration-dependent variations in the scattering efficiency of 
the column species; the sum of the entries in a row is the error ej

reg -ej in 
the regression estimate for the row species. Statistically significant (p ≤ 
0.05) values are underlined. 

2.2.7.3 Results and Discussion 
This research identified the theoretical conditions that justify regression apportionment of light 
scattering and showed how deviations from these conditions caused errors in the 
apportionment. It examined the degree to which these conditions were satisfied for one set of 
data from one location and season, but did not address how generally these results apply to 
other situations. Further application of this method to other settings is needed to establish 
whether the observations noted here are representative. 

The multiple linear regression approach is theoretically valid for apportioning mean scattering 
by externally mixed aerosols if species’ scattering efficiencies are statistically independent of 
species mass concentrations. (An externally mixed aerosol is one in which each particle consists 
of a single species.)  However, this condition of independence is not always met in the 
atmosphere. Variations in species efficiencies that correlate with variations in species mass 
concentrations can distort regression apportionment of mean scattering. Significant distortions 
were observed in the application of regression analysis to the PTL SCAQS data. 

The theory can be extended to an internally mixed aerosol (i.e., one in which several species are 
contained in each particle). Such a mixing structure is more typical of photochemically 
generated aerosols. However, the attribution of scattering to an internally mixed species does 
not necessarily yield the quantity of practical interest, which is the scattering decrement to be 
expected from the reduction or elimination of a species. Moreover, the sum of the species 
contributions, ejxj, need no longer add to the total light scattering bsp. Applying the multiple 
regression approach to an internally mixed model of the SCAQS aerosol produced efficiencies 
similar to those derived for the externally mixed aerosol. 
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Regression sometimes yields accurate estimates of scattering efficiency even when the statistical 
conditions required by theory are significantly violated. These accidental successes arise from 
multiple offsetting errors, and are thus unreliable. Such fortuitous agreement of regression 
estimate with theory is evident for organic compounds in Table 5. The agreement in this 
example vanished when refinements were undertaken to improve the estimates for other 
species. 

When uncertainties are accounted for, scattering budgets based on regression-derived 
efficiencies are not necessarily more informative than simple budgets that equate a species’ 
fractional contribution to scattering with its fractional contribution to fine particle mass. 

The objective of this task was met. 

2.2.8 Project MOHAVE Draft Final Report 
Note: This work was performed as PIER DMAT Task 2.6. 

Objectives: 
•  Prepare and circulate a draft of the Project MOHAVE final report for comment. 

Deliverables: 
•  None 

Background: 
Two versions of the draft final report were prepared for circulation and comment in August 
and September 1998. The latter draft was also provided to the Independent Peer Reviewers for 
their comments. 

2.2.9 Independent Peer Review 
Note: This work was performed as PIER DMAT Task 2.7. 

Objectives: 
•  Provide an independent peer review of the technical contents of the Project MOHAVE 

Draft Final Report. 
Deliverables:   

•  Peer Reviewer Comments (Appendix G). 
Background: 
Six eminent scientists with no connection with Project MOHAVE were selected to review and 
provide comments on the draft final report. These scientists were: 

•  Dr. P. Koutrakis – Harvard University 
•  Dr. P. Hopke – Clarkson University 
•  Dr. R. Bergstrom – Bay Area Environmental Research Institute 
•  Dr. J. Kahl – University of Michigan 
•  Dr. A. Wexler – University of Delaware 
•  Dr. I. Sykes – Titan/ARAP 
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Each individual was selected because of their previous expertise in one or more areas of the 
Project MOHAVE assessment. Their primary responsibility was to review the draft final report 
and assess its adequacy in terms of two principal standards of review: 

•  Technical soundness – are the assumptions valid, analytical methods sound, and 
conclusions defensible? 

•  Report presentation – are the conclusions accurately and understandably conveyed by 
the report? 

The most significant comments provided by the reviewers were: 

•  All reviewers were comfortable with the overall scope and preparation of the report. 
•  All reviewers noted the difficulties and limitations in using the tracer data to devise 

estimates the conversion rates of SO2 emissions to particulate sulfur. 
•  There was considerable comment on the use of frequency distributions to portray the 

range of modeling results generated by the various investigators. A number of 
reviewers felt that this was inappropriate in light of the fact that the models did not 
agree with each other to any extent on any particular day. 

Comments received from the peer reviewers were addressed individually and incorporated as 
appropriate into the Project MOHAVE Final Report. The peer reviewer comments are contained 
in Appendix G to this report.  

The objective of this task was met. 

2.2.10 Project MOHAVE Final Report 
Note: This work was performed as PIER DMAT Task 2.8. 

Objectives:  Deliver the Project MOHAVE Final Report. 

Deliverables:   

•  Project MOHAVE Final Report 
Background: 
The Project MOHAVE Final Report was completed and submitted to the USEPA on March 19, 
1999. This milestone represented the official completion of the project. The interested reader can 
find the final report by visiting the USEPA Internet web site at 
http://www.epa.gov/region09/air. 

2.2.11 Summary of Conclusions from Project MOHAVE 
The following is a brief summary of the main findings from the Project MOHAVE Final Report. 
The report’s Executive Summary is contained for reference in Appendix A of this report. These 
findings were borne out of a numerous scientific studies and analyses, including those 
developed from the PIER DMAT Project. 

•  Project MOHAVE data analysts found negligible correlation between measured MPP 
tracer concentrations and visibility impairment at Meadview or Hopi Point. The absence 
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of any obvious relationship cannot rule out MPP contributions to haze in the GCNP, but 
it strongly suggests that other emission sources were primarily responsible for the haze. 

•  Other analyses done as part of Project MOHAVE show that during the summer 
intensive monitoring period, there was clear observational evidence linking emissions 
from distant urban emission sources such as southern California to visual impairment at 
the GCNP.  

•  A number of mathematical assessment models were applied to estimate the impacts of 
MPP emissions on haze levels in the GCNP, but a high level of uncertainty was found 
among all of the model predictions. On many of the study days, for instance, the 
different modeling approaches did not agree on whether there was a contribution from 
MPP at a given receptor location on a given day. For these reasons, the results from any 
specific method on any specific day were not given substantial credibility. 

•  The most likely causes for these model discrepancies are the lack of first-hand 
information about the rate of formation of sulfur-containing particles, and limitations in 
the information available about the exact speed and direction of the winds aloft (at 
plume height) that transported the emissions from MPP. 

•  Even though the various modeling methods did not arrive at the same impact 
conclusions at any given time, the typical levels of impact they determined were 
relatively consistent between the models. These typical levels were reported in the 
Project MOHAVE final report in the form of cumulative frequencies, i.e., as the levels of 
concentrations or impacts that would be exceeded a certain percentage of the time. One 
should recognize that the focus on the use of frequency distributions hides the lack of 
day-to-day agreement between the methods as discussed above. 

•  From the cumulative frequency distributions, the estimated summertime contribution of 
MPP emissions to the measured visibility at Meadview (near the western end of the 
park) ranged from 0.2 to 0.6% (depending on the model) at the 50th percentile and 1.3 to 
2.8% at the 90th percentile, for 12-hour averages. 

•  Wintertime estimates of the MPP contribution were much smaller, 0.0% at the 50th 
percentile and 0.1% at the 90th percentile. 

•  For Hopi Point, a measurement location that is well within the park and close to the 
main visitor area, the 50th percentile summertime estimates of the MPP contribution to 
visibility were in the range of 0.1 to 0.4%, and the 90th percentile values ranged from 0.5 
to 2.6%.  

•  Wintertime estimates of visibility contributions at Hopi Point were 0.0% at both the 50th 
and 90th percentile. 

•  None of the predicted 50th and 90th percentile contributions presented in the Project 
MOHAVE final report would be perceptible to humans if the impairment was in the 
form of a uniform regional haze. The values of these contributions, up to 2.8% of 
measured visibility, are well below the perceptibility range of 10 to 20% presented by 
Pitchford and Malm (1994). 

•  Model predictions were made for extreme occurrences (ie., beyond the 90th frequency). 
However, the investigators felt that those values above the 90th percentile should be 
viewed skeptically because of the inability of the various modeling techniques to reach 
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consistent conclusions as to which days manifested the highest predicted contributions. 
The Project MOHAVE report cautions that extreme value estimates by any of the 
methods “should not be trusted as a true reflection of greatest MPP impacts.” Further, 
the report concluded that Project MOHAVE data analysts were unable to find any 
observational data to directly corroborate the extreme values predicted by some of the 
models. 

•  The meteorological conditions that occurred during the Project MOHAVE field studies 
during 1992 were typical of the weather patterns that normally affect transport and 
dispersion on the Colorado Plateau. 

The most significant finding of Project MOHAVE was the lack of correlation between MPP 
tracer, elevated levels of sulfates, and visibility impairment at the GCNP. In other words, using 
actual field measurements, the project analysts were unable to correlate incidents of visual 
impairment or incidents of elevated sulfate with the times when the MPP tracer appeared at the 
park. This point is important because this conclusion is based on actual data and does not rely 
on model predictions that were shown to be highly uncertain. This finding is amply 
demonstrated in the data analyses of Mirabella and Farber (1999) which are contained in 
Appendix B of this report, prepared as part of the PIER DMAT Project. 

2.3 California-Specific Visibility and Particulate Research 
The research conducted on California-specific visibility and particulates focused on three 
components: 

•  Examining the trends in particulate concentrations, visibility, and visibility-causing 
emissions in California to assess the extent of visual impairment in California. 

•  Developing and testing an advanced plume chemistry model for future applications to 
point emission sources such as power plants. 

•  Comparatively evaluating several methods for sampling PM 2.5, including the USEPA 
Federal Reference Method (FRM), to assess the level of accuracy and uncertainty in the 
measurement of fine particulates. These latter research efforts were undertaken by the 
EPRI under the direction of SCE. 

2.3.1 Trends in Visibility and Visibility-Impairing Emissions in California 

2.3.1.1 Background and Objectives 
Note: This work was performed as PIER DMAT Task 3.1. 

Objectives:  
•  Document the historical trends in atmospheric particulates, visibility, and visibility-

impairing emissions in California. 
•  Relate these trends to emission trends from the energy sector in California. 
•  Compile a database consisting of the air quality/emission trend data. 
•  Evaluate the efficacy of the present generation of mathematical models for use in 

performing regional visibility assessments in California. 
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•  Provide recommendations for improving the state-of-the-science for sampling PM10 and 
PM2.5. 

Deliverables: 
•  Contractor Report: Extent of Visual Impairment in California by ENSR Corporation 

(1999) (See Appendix H). 
Background: 
The purpose of this task was to describe the extent of visual impairment in California and to 
identify historical trends in visibility, visibility-impairing aerosols and emissions. Scattering 
and absorption of light cause visual impairment in the atmosphere by gases and particles. The 
total effect of scattering and absorption is called light extinction. Light extinction is usually 
measured in terms of the light extinction coefficient, which is the fractional reduction in light 
intensity that occurs over a specified distance in the atmosphere. Similarly, light scattering and 
absorption by particles and gases are expressed in terms of their respective light scattering and 
absorption coefficients. Light scattering by particles between about 0.1 and 1.0 micrometers 
(µm) in diameter is usually the major contributor to the light extinction coefficient, but light 
absorption by particles and gases can also be important. In very clean air, light scattering by air 
molecules (called Rayleigh scattering) can be comparable to light scattering by particles and 
absorption by particles and gases. 

The principal focus of this task was in defining and describing California-specific visibility 
issues and concerns. The important issues relate to determining the nature and extent of visual 
impairment and its causes, and identifying analytical tools that may be applied in mitigating 
such impairment. Special attention in this regard was also placed on examining the role of 
emissions from the energy sector in California on visual impairment. This information will 
prove useful as decision-makers come to terms with the implementation of the 1999 USEPA 
Regional Haze Regulations. The data set compiled for this effort represents one of the most 
complete ever assembled for California. 

Full details on the databases acquired, statistical analyses performed, and conclusions can be 
found in Appendix H. 

2.3.1.2  Methods 
Emissions, optical, and particulate matter data were acquired and compiled into databases for 
subsequent analysis. The California Air Resources Board (ARB) (1998) estimated annual 
average daily emissions of PM10, nitrogen oxides (NOX), sulfur oxides (SOX), carbon monoxide 
(CO) and VOCs at five-year intervals from 1985 through 2010, categorized by standard 
industrial classification code and source category code within each county and air basin.  

Optical and particulate matter data were available from the IMPROVE network maintained by 
the National Park Service and from monitoring sites operated by California local air pollution 
control agencies. Optical data included the light extinction (bext) and absorption (babs) coefficients 
measured at IMPROVE sites and the particle light scattering coefficient (bsp) and coefficient of 
haze (COH) measured at local agency sites. Particulate matter data included PM2.5 mass and 
chemical composition and PM10 mass from IMPROVE sites, as well as PM2.5 mass and PM10 mass 
and chemical composition measured at local-agency sites. The available optical data were 
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supplemented with light scattering and extinction coefficients calculated from particulate 
matter data at the IMPROVE sites. The IMPROVE data were acquired from the National Park 
Service Air Resources Division Internet FTP server (ftp://alta_vista.cira.colostate.edu/), and 
the local agency data were acquired from ARB (1997). 

The light extinction coefficient is measured continuously at IMPROVE sites with 
transmissometers and reported as hourly averages. Particulate matter samples are collected 
over 24-hour periods twice weekly on filters with IMPROVE samplers and analyzed by LIPM 
for the particle light absorption coefficient and by various techniques for mass, chemical 
elements, elemental and organic carbon and water-extractable ions. Sisler et al. (1996) provide 
details of IMPROVE procedures. The IMPROVE measurements may underestimate 
concentrations of semi-volatile organic compounds because of loss of material from the filter 
samples. The light scattering coefficient is measured continuously with integrating 
nephelometers at local-agency sites and reported as hourly averages. The nephelometers used 
at these sites generally raise the temperature of the sampled air somewhat above ambient, 
which can cause a reduction in relative humidity, leading to a loss of water from the particles 
and an underestimate of the particle light scattering coefficient. The COH is measured over 
two-hour periods by light transmission through samples collected on glass fiber filter tape by 
moving filter tape samplers. Although the coefficient of haze is not a direct measure of the 
particle light absorption coefficient, changes in the COH at a site should be indicative of 
relative changes in particle light absorption. PM2.5 filter samples are collected over 24-hour 
periods with dichotomous samplers at local agency sites and analyzed gravimetrically for mass. 
PM10 samples are collected over 24-hour periods with high-volume samplers and analyzed 
gravimetrically for mass and by various methods for a limited number of chemical constituents, 
including water-soluble sulfate and nitrate. The collection method can lead to loss of particulate 
nitrate from the sample by volatilization, so the nitrate values from these sites may be lower 
bounds on the actual concentrations. 

The data were processed in various ways prior to analysis. The data processing activities 
included the following: 

•  PM2.5 emissions were estimated by applying PM2.5-to-PM10 emission ratios to the PM10 
emission estimates. The PM2.5-to-PM10 ratios were developed and assigned to source 
classification codes by ARB (1999). 

•  IMPROVE transmissometer measurements that were made when the hourly-average 
relative humidity exceeded 90% were deleted to avoid periods of fog or precipitation. 

•  24-hour averages (midnight-to-midnight) of the light scattering coefficient and COH 
measured at local agency sites and of the light extinction coefficient measured at 
IMPROVE sites were calculated. 

•  Medians and 20th and 80th percentiles of all of the 24-hour average data were calculated 
by season with all years combined, and medians were calculated by season during each 
year. Winter was defined as December, January, and February, spring as March-May, 
summer as June-August, and fall as September-November. December of a year was 
considered to be part of winter of the following year. Medians by season within each 
year were not calculated when fewer than half of the possible values were available in 
order to reduce biases caused by non-uniform measurements. 
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Additionally, as mentioned previously, seasonal average light scattering and extinction 
coefficients were calculated from IMPROVE particle light absorption coefficient and particulate 
matter data following the approach described by Sisler et al. (1996). 

Finally, in addition to the statistical analyses described above on the emissions and air quality 
data, several additional studies were completed to identify the state-of-the-science regional 
modeling techniques that may be useful for particulate and visibility modeling in California. 
Also, a review was completed identifying potential improvements to the monitoring of fine 
particulates (PM2.5). 

2.3.1.3  Results and Discussion 
On the basis of the information described above, the following conclusions were identified: 

•  The highest fine particle concentrations in California are present in locations with 
surrounding topography that limits dispersion. These areas include the Central Valley, 
the South Coast Air Basin, the San Francisco Bay area, and the Lake Tahoe Air Basin. 

•  The highest concentrations at these locations generally occur during the fall or winter, 
when periods of low inversions and low wind speeds lead to the accumulation of 
emitted particulate matter. 

•  Carbon-containing materials and ammonium nitrate are the major constituents of PM2.5 
at the locations with the highest PM2.5 mass concentrations. Wood burning may be a 
major source of the carbon-containing materials, particularly at locations with cooler fall 
and winter temperatures, while the ammonium nitrate is formed from atmospheric 
reactions that involve nitrogen oxides and ammonia. 

•  Concentrations at coastal locations, such as Redwood National Park and Point Reyes 
National Seashore, do not vary as much with season as concentrations at inland 
locations, although there is a tendency for higher concentrations to occur during fall and 
winter than during spring and summer. 

•  Concentrations at Yosemite and Lassen Volcanic National Parks are highest during the 
summer, in contrast with the other locations, and sulfate is a larger contributor than 
ammonium nitrate. This behavior may be caused by summertime park visitors or by 
transport from the Central Valley. 

•  Concentrations at San Gorgonio Wilderness Area are highest during spring and 
summer, when conditions are conducive to transport of material from the South Coast 
Air Basin. 

•  Statistically significant decreases in concentrations occurred between 1989 and 1996 in 
several air basins. Most notable were decreases in the San Joaquin Valley during winter 
and at San Gorgonio Wilderness Area during spring, which are the times of year when 
concentrations are highest at these locations. 

•  Estimated emissions of PM2.5, nitrogen oxides and sulfur oxides decreased throughout 
the state between 1990 and 1995. These decreases are consistent with the observed 
decreases in concentrations. However, decreases in concentrations did not accompany 
decreases in emissions everywhere. 
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•  Coupled with the decreasing trends in particulate concentrations and particulate-
causing emissions, improving trends in visibility were noted in several visibility-
protected areas of California, including Redwood National Park, Yosemite National 
Park, Point Reyes National Seashore, Pinnacles National Monument, and San Gorgonio 
Wilderness Area. 

•  Emissions from energy production are small percentages of PM2.5, nitrogen oxide, and 
sulfur oxide emissions in California, so energy production does not likely contribute 
substantially to decreased visibility or increased PM2.5 concentrations. 

•  Emissions from non-mobile source energy use are a larger percentage of total emissions 
than emissions from energy production. In particular, wood burning is a substantial 
contributor to PM2.5 emissions in cooler locations, such as the Lake Tahoe and Mountain 
Counties Air Basins. Therefore, emissions from non-mobile source energy use may be 
important contributors to reduced visibility and increased PM2.5 concentrations in some 
parts of the state. 

•  Recent and ongoing developments in measurement techniques for atmospheric optical 
parameters and particulate matter mass and constituents will also provide new 
information to better characterize visibility and particulate matter. 

•  A comprehensive air quality and emission database, compiled for this project, will be 
useful to other investigators for examining other visibility issues in the state. 

The objectives of this task were met. 

Recommendations: 
•  Several atmospheric models exist that can be used to better understand relationships 

between emissions, atmospheric particulate matter, and visibility. However, their 
application generally requires extensive quantities of data and experience. 

•  More extensive spatial coverage is needed to better understand the nature and causes of 
visibility and particulate matter concentrations in California. Implementation of the 
PM2.5 monitoring network in conjunction with expansion of the IMPROVE network will 
help provide this information in the future. 

2.3.2 Dispersion and Chemical Transformation of SO2 and NOx in Plumes 

2.3.2.1 Background and Objectives 
Note: This work was performed as PIER DMAT Task 3.2. 

Objectives: 
•  Develop an advanced point-source reactive chemistry dispersion model incorporating 

all of the best features (gas- and aqueous-phase chemistry, plume dynamics, aerosol 
dynamics, etc.) of existing models. 

•  Perform diagnostic and sensitivity tests of the model’s performance to assess the 
adequacy and accuracy of its scientific formulation. 

Deliverables:  
Contractor Reports: 
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•  Santos, L., Sykes, R. I., Karamchandani, P., Seigneur, C., Lurmann, F., and R. Arndt, 
1999: Second-order Puff Model with Aqueous-Phase Chemistry and Aerosols, Draft 
Final Report prepared for EPRI, SCE, and California Energy Commission.  

•  Santos, L. and R. I. Sykes, 1999: File Formats (Model Technical Documentation). Draft 
Final Report prepared for EPRI, SCE, and California Energy Commission. 

•  Computer code and User Manual for the PC-SCIPUFF Model. 
See Appendix I for copies of all three deliverable documents. 

Background: 
Reactive plume models are often used to estimate the local or short- to medium-range (i.e., up 
to a few hundred km) impacts of power plants or smelters on air quality. Issues of interest 
typically include ozone and particulate matter concentrations above the National Ambient Air 
Quality Standards (NAAQS), visibility degradation, and acid deposition. For example, the 
second-generation ROME (Seigneur et al., 1997) has been recently applied to examine the 
impacts of power plants on visibility in the Dallas-Fort Worth area (Seigneur et al., 1999) and 
the Grand Canyon (Karamchandani et al., 1998). Examples of other plume models include the 
first-generation Reactive Plume Model (RPM) (Stewart and Liu, 1981), the Plume Simulation of 
Transport and Atmospheric Reactions (PLMSTAR) model (Godden and Lurmann, 1983), and 
the California Puff (CALPUFF) model (Scire et al., 1997). 

All the currently available reactive plume models, including those mentioned above, have some 
shortcomings, either in their treatment of physical phenomena or in their treatment of chemical 
processes. For example, most models employ a simplified treatment of plume dispersion 
processes and important physical phenomena such as the effect of wind shear on plume 
dispersion and the effect of plume overlaps (e.g., under conditions of reversal flow or merging 
of adjacent plumes). None of the models includes a treatment of the effect of atmospheric 
turbulence on nonlinear chemical kinetics. 

The newer second-generation models, such as ROME and CALPUFF, attempt to address some 
of these shortcomings. For example, ROME incorporates an advanced treatment of plume 
dispersion based on a second-order closure algorithm (Sykes and Gabruk, 1997), that has been 
found to provide better agreement with field measurements of power plant plumes than first-
order closure and Pasquill-Gifford-Turner algorithms (Gabruk et al., 1999; Seigneur et al., 1999). 
ROME also has a fairly complete and comprehensive treatment of the processes governing the 
chemistry of power plant plumes, including gas-phase chemistry, liquid-phase chemistry, gas-
particle thermodynamic equilibrium, and aerosol particle dynamics. However, ROME does not 
account for wind shear effects. This can be a serious limitation when applying the model for 
relatively long transport distances. On the other hand, the CALPUFF model is a non-steady-
state puff dispersion model that uses a puff-splitting algorithm to account for vertical wind 
shear. However, its treatment of chemistry is highly simplified. Moreover, CALPUFF includes a 
relatively simple treatment of dispersion (first-order closure) compared to second-order 
schemes that have been demonstrated to be more realistic (e.g., Gabruk et al., 1999; Seigneur et 
al., 1999). 

More realistic puff dispersion models have been developed as a part of EPRI and Defense 
Threat Reduction Agency work over the last few years. The Second-order Closure Integrated 
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Puff model, SCIPUFF, is a state-of-the-science Lagrangian transport and diffusion model for 
atmospheric dispersion applications. Second-order turbulence closure is used to parameterize 
turbulent diffusion in the model, providing a direct connection between measurable velocity 
statistics and the predicted dispersion rates. This allows an accurate treatment of dispersion 
and the influence of turbulence on chemical rates. The model also incorporates generalized puff 
splitting/merging algorithms to account for wind shear effects and can be applied to multiple 
emission sources. The model has recently been enhanced to incorporate detailed gas-phase 
chemistry mechanisms. The combined puff-chemistry model, referred to as SCICHEM, was 
recently evaluated using data from the 1995 Southern Oxidants Study (SOS) Nashville/Middle 
Tennessee Ozone Study (Karamchandani et al., 1999). 

Prior to this study, SCICHEM lacked a treatment of chemical transformations in the aqueous 
phase. This can be a serious shortcoming, since a significant amount of chemical conversion can 
occur in cloud or fog droplets. For example, the application of ROME to the Dallas-Fort Worth 
region showed that aqueous conversion played an important role in converting power plant 
SO2 emissions to sulfate. SCICHEM also did not include a treatment of thermodynamic 
partitioning of species such as nitrate between the gas (nitric acid) and particle (e.g., 
ammonium nitrate) phases. Because of the different removal rates of these species from the 
atmosphere, this limitation can introduce errors under conditions where a significant fraction of 
the nitrate is present in the particle phase. 

Before SCICHEM can be generally applied to study the impacts of NOx and SO2 emissions from 
California sources, it is necessary to correct these deficiencies. In the study described in this 
section, capabilities have been added to SCICHEM to simulate liquid-phase chemistry and gas-
particle thermodynamic equilibrium. Existing modules for aqueous-phase chemistry and 
aerosol thermodynamics were incorporated into SCICHEM. The enhanced model was then 
tested for a range of conditions to determine if model results were physically and chemically 
consistent. The new model provides the most realistic treatment of dispersion and chemistry in 
a plume model that can be used for California applications. The new model is suitable for 
studying the impacts of NOX and SO2 emissions from existing and proposed plants for research 
and policy-relevant applications (e.g., Project MOHAVE, prevention of significant deterioration 
determinations). The new model can offer the public and the private sectors an alternative to 
CALPUFF. 

2.3.2.2 Methods 
The first step in implementing the aerosol thermodynamic module and aqueous-phase 
chemistry module into SCICHEM was to select appropriate modules to use. For aerosol 
thermodynamics, the objective was to identify a module that could be used to estimate the 
equilibrium phase distribution of sulfuric acid, sulfate, nitric acid, nitrate, ammonia, 
ammonium, sodium, chloride, and hydrochloric acid. Several recent studies were reviewed that 
compared and evaluated multiple aerosol thermodynamic modules (Kumar et al., 1998; Ansari 
and Pandis, 1999; Zhang et al., 1999) to guide the selection of a module for SCICHEM. Based on 
those reviews, we selected Simulation Composition of Aerosol Particles at Equilibrium 
(SCAPE2) for incorporation into SCICHEM, as it offers a comprehensive treatment of 
gas/particle chemical composition and thermodynamics, good accuracy, reasonable 
computational efficiency, and no copyright restrictions. 
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The requirements for the aqueous-phase chemistry module were that it should be readily 
available in a package with a robust numerical solver and that it should provide a relatively 
complete representation of the aqueous sulfur chemistry and the chemistry of the compounds 
that affect the sulfur chemistry. The following four aqueous-phase chemical mechanisms were 
considered in our review: 

•  Carnegie Mellon University (CMU) Mechanism (Strader et al., 1998), 
•  Mass Transfer with Chemical Reaction Model (MaTChM) Mechanism (Zhang et al., 

1998) 
•  ROME Mechanism (Seigneur and Saxena, 1988) 
•  Regional Acid Deposition Model Version II (RADM-II) Mechanism (Walcek and Taylor, 

1986) 
All of the mechanisms are designed for estimation of sulfate production from SO2 in 
atmospheric liquid water and include the three dominant pathways for dissolved SO2 species 
(S(IV)) oxidation: hydrogen peroxide, ozone, and oxygen catalyzed by iron and manganese. 

The CMU and MaTChM mechanisms incorporate the highest level of chemical detail and are 
very similar. The CMU mechanism includes 17 gas-aqueous equilibrium reactions, 18 aqueous 
equilibrium reactions, and 99 aqueous-phase kinetic reactions among 18 gas-phase species and 
28 aqueous-phase species. The CMU mechanism is an updated version of the Pandis and 
Seinfeld (1989) mechanism. Zhang et al. (1998) compared the MaTChM mechanism to the 
Pandis and Seinfeld (1989) mechanism and found several missing reactions and outdated rate 
constants in the latter. The CMU mechanism of Strader et al. (1998) includes the updates 
recommended by Zhang et al. (1998). Thus, these two mechanisms are essentially equivalent. 

The ROME mechanism is less detailed than the first two mechanisms. It incorporates the 
principal reactions controlling aqueous-phase sulfate formation in most circumstances and 
includes some updated reaction rates from those reported by Seigneur and Saxena (1988). The 
RADM-II mechanism, which is also used in the SARMAP Air Quality Model (SAQM), 
Multiscale Air Quality Simulation Platform (MAQSIP), and Community Multiscale Air Quality 
(CMAQ)/Models-3 three-dimensional air quality models, is the least detailed of the 
mechanisms. The CMU and MaTChM mechanisms are well suited for use in SCICHEM. Strader 
et al. (1998) tested seven numerical solvers and found the Variable-Coefficient Ordinary 
Differential Equation Solver (VODE) to be the fastest for a range of conditions. The MaTChM 
model uses the Livermore Solver for Ordinary Differential Equations (LSODE) solver that 
Strader et al. (1998) found to be three times slower than VODE. Strader et al. (1998) also tried to 
identify the minimum number of species that needed to be integrated in the module to increase 
the computational efficiency. Given that the mechanisms in the CMU and MaTChM modules 
are similar, and that the CMU implementation appears to be more efficient, the CMU module 
was selected for implementation in SCICHEM.  

The next step was to implement the selected modules into SCICHEM and test the new model to 
ensure that implementation was correct. Testing was performed at several stages of the 
implementation to assess whether the software was operating as intended and responding to 
changes in model inputs in a manner that was consistent with scientific expectations. There 
were also significant changes made to the CMU aqueous-phase chemistry module before 
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implementing it in the SCICHEM. These modifications involved improving the code’s ability to 
conserve mass of sulfur, nitrogen, chlorine, and carbon species. 

2.3.2.3 Results and Discussion 
The SCICHEM model was exercised for 40 case studies to test the newly added aerosol and 
aqueous-phase chemistry modules. The model’s response and sensitivity to changes in model 
inputs were evaluated for hypothetical conditions involving a single elevated point source 
emitting SO2 and NOx under relatively constant meteorological conditions. The model’s 
performance was evaluated on a qualitative and semi-quantitative basis. This entailed assessing 
whether the model’s responses were directionally correct and were plausible in magnitude. No 
comparisons against observed data were made in the evaluation. 

Plausible baseline case simulations were established with and without afternoon clouds. The 
results from these simulations were consistent with scientific expectations and directionally 
correct. For the non-cloud base case, sulfate production rates were very small. For the base case 
with clouds, the model predicted the expected rapid sulfate production in the aqueous phase. 
Furthermore, a significant fraction of the total nitrate was present in the particulate phase 
during the cloudy periods. This result is also expected, since at the high relative humidity, the 
gas-particle equilibrium for nitrate favors the formation of the particulate phase.  

A number of sensitivity studies for both the non-cloud and cloud cases were conducted. For 
cases without clouds, the response of the model to variations in wind speeds, mixing heights, 
SO2 emission rates, NOx emission rates, temperatures, relative humidity, background ammonia 
concentrations, and background VOC concentrations was investigated. For the cloud cases, the 
sensitivity of the model was tested for changes in cloud duration, liquid water content, 
precipitation rate, background H2O2 concentrations, background ammonia concentrations, 
background ozone concentrations, background crustal material concentrations, background 
sodium concentrations, and SO2 emission rates. 

The results from these sensitivity studies showed that the model responded in a physically and 
chemically consistent and directionally correct manner to all the input parameter variations. 
For example, the model predictions of SO2 and sulfate concentrations changed linearly in 
response to variations in SO2 emission rates for simulations without clouds. For the cloud 
simulations, the response was less than linear near the source and linear at large downwind 
distances. These responses are consistent with scientific expectations. The ambient temperature 
and relative humidity variation sensitivity studies for the non-cloud cases showed the expected 
formation of particulate nitrate at low temperatures and high relative humidities, and the 
formation of gas-phase nitric acid at high temperatures and low and moderate relative 
humidities. Similarly, increasing background ammonia concentrations for the dry case resulted 
in some formation of particulate nitrate, in contrast with the base case study, where all nitrate 
was present as nitric acid. 

For the cloud simulations, the model predictions of aqueous-phase conversion of SO2 to sulfate 
were only slightly sensitive to variations in background H2O2 concentrations when the 
concentrations of other background species (e.g., ammonia, crustal material) influencing 
aqueous-phase oxidation of SO2 were at their baseline values. Additional H2O2 variation 
sensitivity studies were conducted in which the concentrations of these other species were set 
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to small values, effectively eliminating all but the H2O2 pathway for aqueous-phase SO2 
oxidation. These studies showed that increasing background H2O2 concentrations resulted in 
higher aqueous-phase conversion of SO2 to sulfate, particularly near the source, where SO2 
concentrations were high. At larger downwind distances, the effect was smaller because of the 
lower SO2 concentrations at these distances. These results are consistent with scientific 
expectations. 

Thus, the results from this phase of model development and testing have shown that the new 
aerosol equilibrium and aqueous-phase chemistry modules have been successfully 
implemented. 

The objectives of this task were met, however, it would be highly desirable to test the model 
against actual field measurement test cases, further validating the fidelity of the model’s 
scientific formulation.  
Recommendations: 

•  Additional model sensitivity studies need to be performed using the SCICHEM plume 
chemistry model to identify the source of the anomalous model results uncovered 
during the initial model testing. 

•  More effort needs to be employed in testing the model against actual field 
measurements to provide real-world tests of model performance. 

2.3.3 Quantifying Measurement Errors in Fine Particulates 

2.3.3.1 Background and Objectives 
Note: This work was performed as PIER DMAT Task 3.3. 

Objectives: 
•  Investigate the extent to which PM2.5 measurements made with Teflon filter-based 

samplers differ in mass and chemical composition from aerosol particles at the point of 
sampling or inhalation. 

•  Test and compare several continuous and discrete samplers designed to quantify PM2.5 
mass or chemical composition. 

Deliverables: 
Contractor Reports: 

•  Babich, P., Wang, P-Y., Allen, G., Sioutas, C. and P. Koutrakis, 1999: Development and 
Evaluation of a Continuous PM 2.5 Mass Monitor, submitted to Aerosol Science and 
Technology, July. (*) 

•  Van Loy, M., Saxena, P., and Allan, M. A., 1999: Characteristics of PM 2.5 , Sampling 
Method Intercomparison and Fine Particulate Composition at Six Urban Sites, Draft 
Final Report prepared for EPRI, SCE, and California Energy Commission, September. (*) 

•  Obeidi, F., Eatough, N.L., Eatough, D.J. 1999. Semi-volatile fine particulate matter at 
Riverside and Bakersfield, California. (Submitted to Aerosol Science and Technology, July 
1999). 
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•  Obeidi, F., Eatough, D.J. 1999. Continuous measurement of semi-volatile fine particulate 
mass in Provo, UT. (Submitted to Aerosol Science and Technology, July 1999). 

(*)  See Appendix J of this report for copies of these documents. 

Background: 
To assess the validity of results generated by mathematical models, it is necessary to use 
measurement data to provide input parameters to the models as well as to provide a basis for 
comparing the model results with real-world observations. Both models and measurement data 
have inherent uncertainties dealing with the formulation of the physical and chemical 
processes each try to estimate.  The purpose of this task is to examine the uncertainties on the 
measurement side of the equation. 

USEPA’s prescribed FRM for PM2.5 mandates collection of particulate matter passing through a 
2.5 µm size-selective inlet on a single Teflon filter. However, the accuracy of the FRM itself for 
determining aerosol mass at the point of sampling is questionable due to potential errors 
introduced by volatilization or condensation of inorganic and organic compounds such as 
ammonium nitrate and some hydrocarbons which readily partition between the gas and 
particle phases. Additionally, most existing PM2.5 data collected with FRM samplers have been 
gathered in rural settings. The differences in chemistry and PM composition between urban 
and rural settings raise questions about the adequacy of the FRM for assessing PM2.5 
concentrations in higher population density areas.  

Although particle mass is the quantity regulated by the PM NAAQS, it is far from a complete 
characterization of particle phase pollution. Data on particle chemical composition and size are 
needed to understand PM origins and sources, and to evaluate the relationships between 
specific chemical constituents and potential environmental and health consequences. While we 
are beginning to understand the limitations of the filter-based approaches, the reliability and 
limitations of newer automated methods remain to be explored. 

This study has two main objectives: 1) investigate the extent to which PM2.5 measurements 
made with Teflon filter-based samplers differ in mass and chemical composition from aerosol 
particles at the point of sampling or inhalation and 2) test and compare several continuous and 
discrete samplers designed to quantify PM2.5 mass or chemical composition. 

The results will have immediate value in providing more robust fine particle sampling and 
concentration data to be considered in the debate concerning the promulgation of the fine 
particle standard and the selection of the FRM. Over the longer term, by quantifying the 
reliability of the FRM and conventional particle sampling technology, we hope to create an 
impetus for improving these methods. Many private and public sector experiments in urban 
and nonurban locations will commence in the coming decade. These experiments will create 
the data needed for designating nonattainment areas and for preparing the state 
implementation plans (SIPs). In addition, these data can provide a useful resource to individual 
states and air quality districts to assess local air quality. Our study can act as a technology 
assessment forerunner to help design these multi-year, multi-location particle sampling 
networks. 
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2.3.3.2 Methods 
PM2.5 mass and organic and inorganic speciation measurements were collected at sites in six 
cities (Riverside, CA, Chicago, IL, Dallas, TX, Phoenix, AZ, Bakersfield, CA, and Philadelphia, 
PA) between August 1997 and August 1998. The sites represent a cross-section of regional and 
climatological conditions. Riverside in August, 1997 and Philadelphia in August, 1998 are 
indicative of western and eastern cities, respectively, in the summer. Chicago provides data 
from an eastern city in the fall, although the weather was unseasonably cold and was perhaps 
more representative of winter. Phoenix, Bakersfield, and Dallas provide data from two western 
cities and one southern city during the winter. The study period in Dallas was characterized by 
extremely clean conditions. Precipitation was uncharacteristically frequent and heavy at 
Bakersfield during the study. While data from the brief sampling periods at each site (between 
18 and 56 days) do not allow complete characterization of the seasonal or annual trends in 
aerosol composition or mass, they give a “snapshot” look at conditions that may occur.  

Discrete Samplers 
PM2.5 mass samples were collected at all six sites with a Harvard Impactor (HI) (Marple et al., 
1987; Marple et al., 1990) operating at 10 L/min-1. Several methods to quantify concentrations of 
PM2.5 inorganic ions (sulfate, nitrate, and ammonium) were employed. The Harvard-EPA 
Annular Denuder Sampler (HEADS) method was described and evaluated in Koutrakis et al. 
(1988), Ellestad, et al. (1991), and an Office of Research and Development (ORD)-USEPA 
publication (1992). Two HEADS samplers were used, which incorporated different backup 
filter configurations to capture particle phase constituents (nitrate and ammonium in Full 
HEADS and nitrate in the Nylon configuration) volatilized from the Teflon front filter during 
sampling. Only a Nylon HEADS was available at Philadelphia. Additional inorganic ion 
samplers were used at the Riverside and Bakersfield sites. These samplers included the 
Brigham Young University (BYU) Annular Denuder and ChemSpec Samplers (Annular 
Denuder Sampler (ADS) and ChemSpec Sampler (CSS), respectively), which both incorporate a 
set of sodium carbonate/glycerine-coated denuders to remove sulfur dioxide and nitric acid. 
The High Volume BYU Organic Sampler System (Big BOSS, Eatough et al., 1995; Cui et al., 1998) 
was also used. Finally, an experimental sampler, the Particle Concentrator-BYU Organic 
Sampling System (PC-BOSS, Eatough et al., 1999) was also tested at Riverside and Bakersfield. 
This new sampler was designed to remove gas-phase carbonaceous compounds, nitric acid, 
and ammonia from the aerosol stream using a particle concentrator that separates the incoming 
airflow into minor and major flow channels. The minor flow contained concentrated particles 
in the 0.1 to 2.5 µm diameter range, and the major flow contained approximately 75% of the gas 
volume and the majority of the particles smaller than 0.1 µm in diameter. The minor flow 
stream passed through a carbon denuder to remove gas-phase carbon, nitric acid, and 
ammonia. 

Several PM2.5 carbon samplers were also employed in this study. At Riverside and Bakersfield, 
the Big BOSS and PC-BOSS filters were analyzed for carbon by temperature programmed 
volatilization (TPV) (Cui et al., 1998; Eatough et al., 1989; Eatough et al., 1990). At all sites except 
Philadelphia, two Harvard Carbon Sampler configurations were operated, one with an 
activated carbon paper denuder and one without (Van Loy et al., 2000 in preparation). Each 
sampler configuration consisted of two 47-mm diameter quartz fiber filters arranged in series 
following an inertial impactor with a nominal particle aerodynamic diameter cut point of 2.5 
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µm. Only an undenuded sampler was employed at Philadelphia. The denuder in the denuded 
sampler was replaced with clean carbon-impregnated filter paper approximately every two 
weeks in an attempt to mitigate errors caused by breakthrough of gas phase organic carbon.  

Continuous (In Situ) PM2.5 Samplers 
A Continuous Ambient Mass Monitor System (CAMM) (Babich et al., 1999) that measures 
particle mass concentrations based on the continuous measurement of the pressure drop across 
a porous membrane filter (NucleporeTM) was used at all sites to determine five-minute average 
PM2.5 mass. Pressure drop across the filter is proportional to the particle mass collected as a 
function of time, which can be integrated to obtain PM2.5 volume concentrations and then 
converted to mass concentrations by assuming a constant PM2.5 density. Since the sample air is 
passed through a NafionTM diffusion dryer prior to its collection, the method is consistent with 
the FRM, which requires particle mass to be measured at a relative humidity of 40% to remove 
particle-bound water.  

The Automated Nitrate Monitor developed by Aerosol Dynamics Inc. (ADI) (Hering et al., 1999) 
was used to measure PM2.5 nitrate at Riverside. The instrument provides automated 
measurement of PM2.5 nitrate concentrations with a time resolution of 10 minutes. Analysis of 
collected nitrate is accomplished using a similar approach to the manual method that has been 
used for over 20 years to measure the size distribution of sulfate aerosols (Hering and 
Friedlander, 1982). However, in the ADI instrument, particle collection and analysis have been 
combined into a single integrated collection and vaporization cell (ICVC), which facilitates 
automation. 

An aethalometer (Babich et al., 1999) was used at all study sites to continuously (five-minute 
averages) measure black carbon (BC) concentrations using light absorption. BC is expected to 
compare well with EC measured on the quartz filter, because elemental carbon is the dominant 
optically absorbing material in submicron PM (Hansen and Rosen, 1990; Gundel et al., 1984; 
Hansen et al., 1984; Wolff, 1981, Allen et al., 1999). The aethalometer passes ambient air through 
a quartz-fiber filter tape that is compared optically to a reference portion of the tape to 
determine the increment of light absorbing material per unit volume of sampled air. The 
method is described in further detail elsewhere (Hansen, et al., 1984, Allen et al., 1999). The 
model AE-16U aethalometer was used in Bakersfield, Chicago, Dallas, Phoenix and Riverside, 
and the model AE-20UV was used in Philadelphia. 

Inorganic Gas Measurements 
Three inorganic gases (sulfur dioxide, nitric acid, and ammonia) were quantified at all sites by 
extracting the HEADS denuders and analyzing by ion chromatography (IC). The sodium 
carbonate denuders captured sulfur dioxide and nitric acid, while the citric acid denuder 
collected ammonia. 

Meteorology and Light Scattering 
Air Resource Specialists collected continuous temperature, relative humidity, and 
nephelometry data at all sites except Philadelphia. These data were averaged over five-minute 
periods throughout each study period. Light scattering data were collected with an Optec 
NGN-2 Ambient Nephelometer equipped with a solar radiation shield and temperature and 
relative humidity were measured with a Rotronic MP-100F Air Temperature/Relative 
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Humidity Sensor equipped with and aspirated shield. Both instruments were mounted on 
towers at a height of approximately four meters above the ground surface. Temperature data 
from the Rotronic sensor and pressure data from state monitoring sites near the study sites 
were converted to 24-hour averages to correspond with discrete sampler collection periods. 
These averages facilitated calculation of pollutant concentrations at ambient temperature and 
pressure. 

2.3.3.3 Results and Discussion 
PM2.5 speciation data based on discrete sampler measurements at the study sites challenge some 
widely held paradigms regarding particulate matter composition in the United States. Sulfate is 
typically assumed to account for about one third of the mass of PM2.5. The results of studies in 
various rural areas of the United States have reinforced this assumption. Furthermore, these 
studies reported a fairly lower fraction of particle-phase organics (e.g., about 13% in 
Southeastern Aerosol and Visibility Study) and negligible contributions from nitrate. In 
contrast to the rural PM2.5 data, the largest sulfate fraction measured was 36% at Philadelphia, 
with the next highest fractions as 19% at Chicago, 15% at Dallas, and 13% at Riverside. The 
other two western cities (Bakersfield and Phoenix) had sulfate fractions smaller than 6%. 
Organics comprised a much larger fraction than sulfate at all sites sampled, ranging from 36% 
at Chicago to 54% at Phoenix and Philadelphia. Nitrate was also a more dominant PM2.5 
component relative to results from rural studies: about 12% in Dallas; more than 15% in 
Riverside, Chicago, Philadelphia, and Phoenix; and almost 29% in Bakersfield. Only 
Philadelphia had a trivial contribution from nitrate: 2.9%. 

The higher concentrations of PM2.5 components that may undergo labile gas-particle exchange 
under sampling conditions (i.e., nitrate and organics) observed in this study highlight the 
potential pitfalls of PM2.5 mass samplers that rely on a single, undenuded Teflon filter with no 
backup filter. Such samplers are suspected to lose a substantial fraction of PM2.5 nitrate during 
sampling and equilibration of the filters prior to weighing. Losses of nitrate were observed 
from the HI of less than 10% on a whole study average of the nitrate collected on the Nylon 
HEADS. The largest losses (approximately 35% of the Nylon HEADS nitrate) were observed in 
Riverside, where nitrate concentrations were relatively high and ambient temperatures were 
elevated. The other sites experienced little or no nitrate loss on the HI. In areas where the 
nitrate fraction is substantial and temperatures are higher, this volatilization from a Teflon 
filter-based sampler could lead to errors on the order of 10% in the quantification of PM2.5 mass 
and relative contribution of other components to the total mass observed (Van Loy et al., 1999 in 
preparation, Obeidi et al., 1999 in preparation, Pang et al., 1999 in preparation).  

Loss of organics from Teflon filters (which includes FRM samplers) is less well understood. 
Teflon has a low adsorption capacity for most organics (relative to quartz or carbon 
impregnated filters). Thus, Teflon filters are not likely to trap as much organic compound mass 
that could volatilize from collected particles as would quartz filters. For the same reason, they 
are also unlikely to capture much gas phase organic material during sampling. Some loss of 
PM2.5 OC is likely while the filter is equilibrated in preparation for weighing, but this effect has 
not been quantified. Because of these unknowns, our study did not quantify OC from the 
Harvard Impactor sampler, but operated several quartz fiber filter carbon samplers (Van Loy et 
al., 2000 in preparation).  
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The analysis of carbon sampling methods indicates that a single undenuded quartz fiber filter 
gives similar results to the sum of two quartz filters in series behind a carbon denuder. Use of a 
quartz filter following a Teflon filter to adjust the OC collected on an undenuded quartz fiber 
filter at Bakersfield gives a slightly lower estimate of particle-phase OC. The smaller estimated 
PM2.5 concentrations obtained from this estimate may reflect the amount of gas-phase VOC 
adsorption that occurs on an undenuded quartz filter. The results at Bakersfield indicate that 
the magnitude of this error is approximately 7%. Correction of the OC collected on a quartz 
filter for VOC adsorption using the OC mass collected on a back-up filter behind the first quartz 
filter underestimates PM2.5 OC relative to all of the other methods tested by approximately 20-
25%. 

In currently employed sampling systems, uncertainties in denuder efficiency for removing gas-
phase organics and in collection efficiency of quartz or other filter media for particle-phase 
organics severely hinder accurate characterization of OC in PM2.5 (Turpin et al., 1994; Turpin et 
al., 1999). Our work indicates that the best currently available sampling technology for OC may 
be an undenuded quartz filter. In such a sampling system, volatilization of PM2.5 OC during 
sampling should be minimized, because the gas-particle equilibrium present in ambient air is 
not perturbed during sampling by removing the gas phase in a denuder.  

Continuous/automated instruments were also compared for analysis of PM components or 
characteristics. HEADS, ADS, CSS, and PC-BOSS nitrate data are closely correlated with the 
ADI automated nitrate sampler data at Riverside. However, the ADS, CSS and PC-BOSS nitrate 
concentrations were all lower than the ADI sampler. This result is consistent with observed 
disagreements between HEADS and these samplers. Combination of discrete sampler 
elemental carbon and aethalometer black carbon data from all sites gives a Pearson correlation 
coefficient of 0.97 and a regression slope of 1.26 ± 0.05.  

Comparison of nephelometer and Harvard Impactor data reveals substantial scatter for the 
study overall. However, at each individual site, the correlation coefficients for HI mass and the 
scattering coefficient were somewhat closer to one. Significant differences in the regression 
slopes occurred between Riverside and both Chicago and Bakersfield. Phoenix was not 
significantly different than Riverside or the other sites. Reasons for these site-to-site differences 
are unclear, but may be related in part to temperature and humidity differences. Dallas had an 
extremely low regression slope with a significant y-intercept (possibly linked to the low PM2.5 
concentrations that occurred there during the study period). 

Correlations between hourly averages of data from the continuous samplers were also 
examined. Correlation coefficients (rpearson) for the aethalometer-CAMM comparisons vary 
between a low of 0.32 at Riverside and a high of 0.75 at Phoenix. Riverside and Bakersfield had 
the smallest fractions of PM2.5 mass attributable to black carbon. One-hour average CAMM 
mass and nephelometer bscat measurements were correlated with rpearson greater than 0.7 at all 
sites except Dallas. The individual site Deming regression slopes vary between approximately 
0.04 and 0.2 for CAMM-aethalometer data and between approximately 2.5 and greater than 9 
for the CAMM-nephelometer correlation. All sites except Phoenix had slopes lower than 0.1. It 
appears unlikely that a coherent correlation between light scattering or PM2.5 black carbon and 
CAMM mass would exist over longer periods or for combined data collected under different 
geographical or seasonal conditions. 
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In summary, our results indicate that EPA’s FRM for PM2.5 sampling does have significant 
limitations. It cannot assess the chemical composition of the collected aerosol and it may be 
susceptible to sampling errors based on gas-particle partitioning of volatile organics and nitrate 
under certain conditions. In high nitrate areas, as found in many urban areas in California, a 
significant potential for underestimation of PM2.5 mass concentrations exists. Additionally, if 
chemical speciation were performed on FRM samples in an effort to identify sources of elevated 
PM levels, the loss of volatile material is likely to lead to overestimation of the importance of 
nonvolatile components such as sulfate and elemental carbon, while underestimating organics 
and nitrate. Clearly, care must be taken in interpreting FRM PM2.5 sampling data and using 
them to design and implement effective and rational PM mitigation strategies. 
The objectives of this task were met. 

Recommendations: 
•  Our observations highlight the need for a more robust sampling system for carbon in 

airborne particles that measures the gas-particle partitioning as it exists in an 
unperturbed air parcel. 

2.3.4 Synthetic Images Depicting Changes in California Visibility 

2.3.4.1 Background and Objectives 
Note: This work was performed as PIER DMAT Task 3.4. 

Objectives: 
•  Compile onto a compact disc the Winhaze visual air quality modeler image software 

program and base images for several national parks in the United States, including the 
GCNP and Yosemite National Park in California. 

Deliverables: 
•  A compact disc containing the Winhaze program and images along with user 

instructions for exercising the software (See Appendix K). 
Background: 
The USNPS has funded the development of a computer software package, Winhaze, that can be 
used to display images on a computer screen depicting the changes expected in scenic visibility 
as a result of changes in atmospheric particulate levels. These images are of generic value in 
demonstrating the perceptibility of different levels of visibility change to the human eye, and 
put into visual perspective what the mathematical models of plume aerosol formation produce 
as numerical results. Several locations are included in the Winhaze package; among them are 
the GCNP and Yosemite National Park in California. 

2.3.4.2 Methods 
The basic methodology behind the Winhaze program is to collect photographs of extremely 
clean pollutant-free periods and employ radiative transfer and digital image processing 
techniques to create synthetic imagery simulating various light extinction scenarios. The 
complete methodology is described in the Project MOHAVE Final Report (Pitchford, et al., 
1999).  
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The objectives of this task were met. 
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3.0 Conclusions and Recommendations 

3.1 Conclusions 
The Energy Commission PIER transition-funded DMAT Project has resulted in the generation 
of a number of research products aimed at providing a more complete understanding of 
complex nature of visibility and its impairment. These products have used a wide spectrum of 
analyses, including mathematical modeling, statistical analyses of data, and comparative 
evaluations of several particulate matter sampling technologies.  

The PIER DMAT Project was subdivided into two research areas: 1) completion of Project 
MOHAVE; and 2) California-specific visibility and particulate research. Project MOHAVE, 
initiated in 1991 and completed in 1999, was designed to quantify the relative contribution of 
air emissions from SCE’s MPP on visual impairment at the Grand Canyon National Park. 
During the latter portion of Project MOHAVE, a number of knowledge gaps were identified 
concerning deficiencies in the methods that were being employed for quantifying MPP’s 
impacts on visibility. Addressing these knowledge gaps was an important focus of the PIER 
DMAT Project. 

Conclusions have been divided into the two research areas, with a reiteration of the objectives 
preceding the results. 

Project MOHAVE 
Objectives: 

•  Completion of Project MOHAVE Final Report and supporting research studies 
including: 
– Developing methods to assess the accuracy of mesoscale meteorological models that 

will best describe the transport and dispersion of MPP emission plumes in the 
complex terrain of the Colorado Plateau. 

– Applying a reactive plume model to quantify the relative contribution of emissions 
from MPP and other regional emission sources to particulate sulfur and visual 
impairment at the GCNP. 

– Quantifying the changes that would occur in particulate sulfate and light extinction 
at the GCNP as emissions from MPP change. 

Conclusions: 
The Project MOHAVE research area consisted of a number of linked studies with the results of 
one study feeding into the next. For example, one of the wind fields evaluated during the PIER 
DMAT Project provided basic input data to the reactive plume chemistry model task. The 
output from the reactive plume chemistry model task then provided information on particulate 
plume concentrations for various chemical constituents. These plume particulate values then 
provided the necessary information to another PIER DMAT task to develop estimates of plume 
impacts on visibility. These results, along with the research developed by other groups, were 
then integrated into the Project MOHAVE Final Report, the final PIER DMAT task for the 
Project MOHAVE research area. 
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From an overall perspective, the key conclusion from Project MOHAVE was that no 
observational relationships could be found linking emissions from MPP, as represented by a 
unique tracer, and visual impairment at locations within the GCNP. There was, however, clear 
observational evidence linking emissions from distant source regions such as southern and 
central California, northern Mexico, and nearby Las Vegas to visual impairment at the GCNP. 
Several different modeling methods were applied to understand the range of potential impacts 
from MPP. One of these models, the ROME reactive plume model, was applied as part of the 
PIER DMAT Project. This method incorporated comprehensive treatments of plume dynamics 
and chemistry to predict the conversion of SO2 emissions from MPP to particulate sulfur in the 
atmosphere. Using this reactive plume model, it was found that:  

•  The estimated contribution of MPP to total 12-hour average sulfate concentrations 
measured at Meadview (at the western end of the GCNP) ranged from less than 1% to 
19% from all emission sources for the time periods examined. Over the entire period, the 
estimated average MPP contribution to 12-hour average sulfate concentrations was 
about 5%. 

•  At Hopi Point (located near the GCNP visitor’s center) MPP sulfate concentrations were 
smaller than those at Meadview. The estimated MPP contribution to observed 12-hour 
average sulfate ranged from less than 1% to 6%. 

•  The MPP plume had significant interactions with clouds only during one time period 
(during the night of August 5, 1992) as it traveled to Meadview. These trajectories were 
fast-moving and had short residence times and impact times at Meadview. None of the 
trajectories from MPP to Hopi Point encountered clouds at plume levels. 

Large differences in predicted sulfur impacts from MPP were noted among the various models 
employed during Project MOHAVE, particularly during the infrequent conditions involving 
cloud/plume interactions. The principal reason for these differences relates to the chemical 
treatment of cloud interactions with the MPP emission plume assumed in each model. 
Using the results from the reactive plume model, estimates were made using Mie theory of the 
effect of reducing the particulate sulfate produced by the MPP SO2 plume on light scattering. 
This study found that: 

•  Calculations of the effect of the removal of MPP emissions found that a 19% decrease in 
ambient sulfate, the largest value predicted by the reactive plume model, would 
produce a decrease in light extinction of between 3.3% and 5.3%, depending on the 
assumed effect on the sulfate size distribution.  

•  For the entire period simulated by the reactive plume model, the decrease in light 
extinction is estimated to be about 1% of the total. The sulfate formation process that 
produced the 19% estimate in the model involves gas-phase surface reactions of SO2 on 
existing particles.  

•  Mie theory calculations based on the size distribution effects of this process indicate that 
the dry extinction efficiency of the removed sulfate is in the vicinity of 2 m2/g. This 
value is considerably smaller than the value of 3 m2/g that is typically used to represent 
sulfates. 
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California-Specific Visibility and Particulate Research 
Objectives: 

•  Examine the trends in historical measurements of visibility and atmospheric particulates 
as related to historical trends in visibility-impairing emissions in California.  

•  Comparatively evaluate a number of methods for sampling PM2.5. 
Both federal USEPA and regional/state air quality regulators are considering the 
implementation of new regional haze regulations. In addition, the new federal fine particulate 
standard aimed at protecting human health may require additional controls on sources 
contributing to secondary aerosol formation. Applying the best science available and applicable 
to California would help assure that regulatory decisions are well founded. The methods and 
techniques developed during Project MOHAVE have provided a technical backdrop for 
assessing the current state-of-the-science for visibility. However, as is inevitable in a large 
scientific enterprise, Project MOHAVE also exposed the limitations of existing analysis and 
assessment methods and thus created a focused effort for improving these methods for 
applications to California visibility issues.  

The research conducted on California-specific visibility and particulates focused on three 
components: 

•  Examining the trends in particulate concentrations, visibility, and visibility-causing 
emissions in California to assess the extent of visual impairment in California. 

•  Developing and testing an advanced plume chemistry model for future applications to 
point emission sources such as power plants. 

•  Comparatively evaluating several methods for sampling PM 2.5, including the USEPA 
FRM, to assess the level of accuracy and uncertainty in the measurement of fine 
particulates. These latter research efforts were undertaken by the EPRI under the 
direction of SCE. 

Conclusions: 

•  Statewide trends in particulate concentrations in many air basins showed statistically 
significant decreases from 1989 to 1996, consistent with the decreasing statewide trends 
in particulate, oxides of nitrogen and sulfur dioxide emissions. 

•  Improving trends in visibility were also found in several visibility-protected areas of the 
state including South Lake Tahoe, Yosemite National Park, Pinnacles National 
Monument, Redwood National Park, Point Reyes National Seashore, and San Gorgonio 
Wilderness Area. 

•  Emissions from the state’s energy production sector were found to be small percentages 
of statewide particulate, oxides of nitrogen and sulfur dioxide emissions, and therefore 
are not thought to contribute substantially to reduced visibility or increased particulate 
concentrations.  

•  The USEPA’s FRM for sampling PM2.5 was found to have significant technical 
limitations. 
– For example, the FRM cannot assess the chemical speciation of the collected aerosol, 

and it may be susceptible to sampling errors based on gas-particle partitioning of 
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volatile organics and nitrates under certain conditions, perhaps up to 10% in the 
quantification of PM 2.5 mass and relative contribution of other components to the 
total mass. 

– In areas such as southern California where nitrate and organic particulates are major 
fractions of the PM2.5, a significant potential for underestimation of PM 2.5 mass 
concentrations exists.  

– Additionally, if chemical speciation were performed on FRM samples in an effort to 
identify sources of elevated PM levels, the loss of volatile material would likely lead 
to overestimation of the importance on nonvolatile components such as sulfate and 
elemental carbon while underestimating organics and nitrates.  

– The best available sampling technology for organic carbon may be an undenuded 
quartz filter that minimizes volatilization of organic carbon by not perturbing the 
gas-particle equilibrium present in the ambient air during sampling by removing the 
gas phase in a denuder. 

•  PM2.5 speciation data based on discrete sampler measurements at the study sites 
challenge some widely held paradigms regarding particulate matter composition in the 
United States.  
– Sulfate is typically assumed to account for about one third of the mass of PM2.5. The 

results of studies in various rural areas of the United States have reinforced this 
assumption. Furthermore, these studies reported a fairly lower fraction of particle-
phase organics (e.g., about 13% in Southeastern Aerosol and Visibility Study) and 
negligible contributions from nitrate. 

– In contrast to the rural PM2.5 data, the largest sulfate fraction measured was 36% at 
Philadelphia, with the next highest fractions as 19% at Chicago, 15% at Dallas, and 
13% at Riverside. The other two western cities (Bakersfield and Phoenix) had sulfate 
fractions smaller than 6%. 

– Organics comprised a much larger fraction than sulfate at all sites sampled, ranging 
from 36% at Chicago to 54% at Phoenix and Philadelphia. 

– Nitrate was also a more dominant PM2.5 component relative to results from rural 
studies: about 12% in Dallas; more than 15% in Riverside, Chicago, Philadelphia, 
and Phoenix; and almost 29% in Bakersfield. Only Philadelphia had a trivial 
contribution from nitrate: 2.9%. 

– The higher concentrations of PM2.5 components that may undergo labile gas-particle 
exchange under sampling conditions (i.e., nitrate and organics) observed in this 
study highlight the potential pitfalls of PM2.5 mass samplers which rely on a single, 
undenuded Teflon filter with no backup filter. 

– Revision of our understanding of the composition of PM2.5 has additional 
implications beyond accurate sampling of airborne aerosol mass. Because the 
various components of PM2.5 have different dominant sources, accurate 
characterization of aerosol composition is necessary to design effective emission 
management strategies. 

•  Finally, a new and advanced air quality model was developed that can be used to 
simulate the formation of atmospheric aerosols and photochemical ozone from point 
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sources such as power plants. This model has undergone preliminary testing, but 
additional work needs to be done before the model can be applied on an operational 
basis. 

3.2 Recommendations 
A number of areas for further research were identified during the course of this study. These 
include: 

From Project MOHAVE 
•  Further work on understanding the uncertainties of the TP method for comparing wind 

fields is desirable. A question deserving attention is the sensitivity of the results to 
receptor spacing, especially in the case where the receptors are so far apart that the 
plume could pass between two of them undetected. There is clearly a receptor spacing 
beyond which the TP method’s results will be highly uncertain. Further refinement of 
the method, particularly for use with three-dimensional trajectories, should be 
undertaken. In addition, if tracer measurements aloft become available, it would be 
desirable to test the full three-dimensional formulation of the method. 

•  In performing complex plume chemistry simulations, it is extremely important to have 
available measurements of pollutant concentrations at plume heights consisting of 
ozone, NOx, H2O2, OH radical, water vapor, ammonia, and trace metals such as 
manganese and iron. All of these parameters play crucial roles in determining the rate of 
conversion in a plume of SO2 emissions to particulate sulfur in the atmosphere.  

•  Obtaining high time resolution pollutant data is a necessary prerequisite in attempting 
to quantify air quality impacts from emission sources. This includes gaseous pollutant 
data as well as aerosol mass and aerosol chemical speciation data. In Project MOHAVE, 
for instance, the shortest averaging time available for data collection was 12 hours. This 
length of time made for a very difficult model simulation problem as no pollutant 
information was available to examine the diurnal patterns of plume dispersion and 
chemistry. To the extent possible within resource constraints, emission source 
attribution projects need to strive for hourly averaged data. Instruments to continuously 
monitor (i.e., approximately one hour or less) all the principal components of particulate 
aerosols are presently under development and should be available for operational use in 
the next few years. 

From California-Specific Visibility and Particulate Research 
•  Additional model sensitivity studies need to be performed using the SCICHEM plume 

chemistry model to identify the source of the anomalous model results uncovered 
during the initial model testing. Also, more effort needs to be employed in testing the 
model against actual field measurements to provide real-world tests of model 
performance. 
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4.0 Glossary 
ADI Aerosol Dynamics Inc. 

ADS Annular Denuder Sampler 

ARB Air Resources Board (California) 

BC Black Carbon 

Big BOSS High-Volume BYU Organic Sampler System 

BYU Brigham Young University 

CAA Clean Air Act 

CALMET California Meteorological Model 

CALPUFF California Puff Model 

CAMM Continuous Ambient Mass Monitor System 

CBM IV Carbon Bond Mechanism Version IV 

CEC California Energy Commission 

CMAQ Community Multiscale Air Quality Model 

CMU Carnegie Mellon University 

CO Carbon Monoxide 

COH Coefficient of Haze 

CPUC California Public Utilities Commission 

CSS ChemSpec Sampler 

DMAT Desert and InterMountain Air Transport Project 

EC Elemental Carbon 

EK Enger-Koracin 

ELSIE Elastic Light Scattering Interacting Efficiencies 

EPRI Electric Power Research Institute 

Fe Iron 

FRM Federal Reference Method 

FTP File Transfer Protocol 

GCNP Grand Canyon National Park 

GCVTC Grand Canyon Visibility Transport Commission 
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H2O2 Hydrogen Peroxide 

HEADS Harvard-EPA Annular Denuder Sampler 

HI Harvard Impactor 

HOTMAC Higher Order Turbulence Model for Atmospheric Circulation 

IC Ion Chromatography 

IMPROVE Interagency Monitoring of Protected Visual Environments 

IVIC Integrated Collection and Vaporization Cell 

LIPM Laser Integrating Plate Method 

LSODE Livermore Solver for Ordinary Differential Equations 

M3 Cubic Meter 

MAQSIP Multiscale Air Quality Simulation Platform 

MaTChM Mass Transfer with Chemical Reaction Model 

MM5 Mesoscale Model Version 5 

Mn Manganese 

MOHAVE Measurements of Haze and Visual Effects 

MOUDI Micro Orifice Uniform Deposit Impactor 

MPP Mohave Power Project 

NAAQS National Ambient Air Quality Standards 

ng nanograms 

NH3 Ammonium 

NOx Oxides of Nitrogen 

O2 oxygen molecule 

O3 Ozone 

OC Organic Carbon 

OH Photochemical reaction product consisting of an atom of oxygen and 
an atom of hydrogen 

ORD USEPA Office of Research and Development 

PAN Peroxyacetyl Nitrate, an eye irritant photochemical reaction product  

PC-BOSS Particle Concentrator - BYU Organic Sampling System  
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PIER Public Interest Energy Research 

PLMSTAR Plume Simulation of Transport and Atmospheric Reactions 

PM Particulate Matter (subscripts 2.5 and 10 refer to particulate with an 
aerodynamic diameter less than 2.5 microns and 10 microns, 
respectively) 

PTL Particle Technology Laboratory (University of Minnesota) 

RADM-II Regional Acid Deposition Model Version II 

RAPTAD Random Puff Transport and Diffusion Model 

ROME Reactive and Optics Model of Emissions 

RPM Reactive Plume Model 

SAQM SARMAP Air Quality Model 

SARMAP  San Joaquin Valley Air Quality Study (SJVAQS)/ Atmospheric 
Utility Signatures Predictions and Experiments (AUSPEX) Regional 
Model Adaptation Project 

SCAPE2 Simulation Composition of  Aerosol Particles at Equilibrium 

SCAQS Southern California Air Quality Study 

SCC Source Category Code 

SCE Southern California Edison 

SCICHEM Second-order Closure Integrated Puff model with Chemistry 

SCIPUFF Second-order Closure Integrated Puff model 

SIC Standard Industrial Classification 

SIP State Implementation Plan 

S(IV) Dissolved SO2 species 

SO2 Sulfur Dioxide 

SOS Southern Oxidants Study 

SOx Oxides of Sulfur 

TP Tracer Potential 

TPV Temperature Programmed Volatilization 

USEPA United States Environmental Protection Agency 

USNPS United States National Park Service 



61 

VODE Variable-Coefficient Ordinary Differential Equation Solver 

VOC Volatile Organic Compound 
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EXECUTIVE SUMMARY
Purpose

The purpose of this report is to communicate the consensus data interpretation of the principal
partners in Project Measurement of Haze and Visual Effects (MOHAVE) concerning the nature,
extent, and frequency of Mohave Power Project (MPP) contributions to haze at the Grand
Canyon National Park (GCNP).

Introduction

Project MOHAVE was an extensive monitoring, modeling, and data assessment project designed
to estimate the contributions of the MPP to haze at GCNP.  The field study component of the
project was conducted in 1992 and contained two intensive monitoring periods (~30 days in the
winter and ~50 days in the summer).  Unique, non-depositing, non-reactive perfluorocarbon
tracer (PFT) materials were continuously released from the MPP stack during the two intensive
periods to enable the tracking of emissions specifically from MPP.  Tracer, ambient particulate
composition, and SO2 concentrations were measured at about 30 locations in a four-state region.
Figure A is a map of the area showing the locations of MPP, GCNP, and the monitoring sites.
Two of these monitoring sites, Hopi Point (HOPO) near the main visitor center at the south rim
of the canyon and Meadview (MEAD) near the far western end of the national park were used as
key receptor sites representative of GCNP.

Project MOHAVE operated under the joint technical and program management of the
Environmental Protection Agency (EPA) and Southern California Edison (SCE) in close
partnership with the National Park Service (NPS).  Numerous other organizations contributed to
the operations and assessment work of the project.  Since the end of the field study component of
the project, data assessment and modeling efforts were undertaken by the many participants and
have led to numerous papers and reports.  By design these efforts have been the products of their
respective authors and have not been endorsed as findings of Project MOHAVE.

The process of identifying and quantifying the impact of MPP’s emissions on Grand Canyon
visibility was accomplished using two types of assessment methodologies.  The first method,
known as receptor modeling, is an empirical assessment of the extensive data collected during
the study to estimate the MPP’s presence and quantify the resulting atmospheric response, such
as an increase in particulate sulfur, MPP tracer, or light scattering.  The advantage of this method
is that it provides a ground truth and answers the question: do the measurements confirm the
presence of the MPP plume?  The disadvantages of this method are that measurements cannot be
collected everywhere all the time.  The second method relies on the application of mathematical
models to describe the transport and chemistry of MPP’s emissions.  Such models also make use
of the measurements and can provide predictions at all locations for all times.  However, they
can provide highly uncertain results due to their lack of complete knowledge of the complex
atmospheric transport, dispersion and chemical processes involved in the formation of visibility-
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Figure A  Project MOHAVE Site Map
Abbreviation Location Abbreviation Location

AMBO Amboy LVWA Las Vegas Wash
BAKE Baker MACN Marble Canyon
BARS Barstow MEAD Meadview
BRCA Bryce Canyon MOPP Mohave Power Plant
CAJO Cajon Pass MOSP Mountain Springs Summit
CHLA China Lake/Ridgecrest NEHA New Harmony
CIBO Cibola National Wildlife Refuge OVBE Overton Beach

COCO Cottonwood Cove PARK Parker
DARO Dangling Rope PAUL Paulden
DECE Desert Center PEFO Petrified Forest National Park
DOSP Dolan Springs SAGO San Gorgonio
ELCE El Centro SELI Seligman
ESSE Essex SPMO Spirit Mountain

HOPO Hopi Point SQMO Squaw Mountain
HUMO Hualapi Mountain SYCA Sycamore Canyon

INGA Indian Gardens TEHA Tehachapi Summit
JALA Jacob Lake TONT Tonto Natational Forest
JOTR Joshua Tree TRUX Truxton
KELS Kelso WICK Wickenburg
KING Kingman YUCC Yucca

LOME Long Mesa

impairing aerosols.  The summary below examines the results from both of the methodologies
discussed above.

Many of the early efforts to estimate the contribution of MPP to haze at GCNP using various
models of both types were done prior to the release of the tracer measurement data.  This was
done to provide a blind method to examine the accuracy of the assessment methods by
comparing each method’s estimate of tracer concentrations to measurement data at one or both
key receptor sites.  Correlations between measured tracer concentrations and predicted tracer
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concentrations from the original assessments were poor indicating that the initial models could
not be used to estimate the MPP impact.

Correlations between measured tracer concentration and both particulate sulfur and light
extinction were virtually nil.  While this suggests that MPP was not responsible for the majority
of visibility impairment at Meadview, it does not indicate that MPP had no impact on visibility
in the area.  In order to better resolve MPP’s contribution to haze at GCNP, a second round of
assessments using new and more refined methods was initiated.  Most of these methods used the
PFT information in their analyses.  This report focuses on the results of this second round of
assessment methods.  These methods are briefly described in Table A.  Each of these methods
estimates the MPP contribution to sulfate concentrations at one or both of the key receptor sites
on a 12-hour or 24-hour basis corresponding to the sample periods for the particulate sample
duration (0700 to 1900 MST and 1900 to 0700 MST).

Two of the assessment methods were used solely to estimate bounds between which the actual
MPP contributions might lie. The Tracer Max method indicates the absolute maximum
contribution of MPP that is physically possible, although such an impact is not considered
reasonable. The CALPUFF model was used in two modes – CALPUFF Dry was used to
calculate the amount of sulfate attributable to MPP if only the relatively slow gas phase
conversion of SO2 to sulfate took place, while CALPUFF Wet was used to approximate the MPP
contribution if every day included 3 hours of in-cloud aqueous conversion at a rate of 20%/hr.
By and large the results of the other modeling calculations tended to lie somewhere between
those of CALPUFF Dry and CALPUFF Wet.

The results of the various methods have been assessed for reasonableness.  For example, the
amount of particulate sulfate from MPP should not exceed the total measured amount of sulfate,
nor should it exceed an amount corresponding to 100% conversion and no deposition of the MPP
SO2 as determined from the measured tracer concentration (i.e., the Tracer Max calculation).
Implicit in the results shown below is the assumption that tracer data are well measured (i.e. with
good precision and accuracy) and truly represent the transport and dispersion of the MPP
effluent.  Collocated precision of the MPP tracer concentrations at Meadview was 7% of the
average tracer concentration during the summer period.  All of the second round methods with
results summarized below have used the tracer concentration data either directly as input or
indirectly to optimize or calibrate some aspect of the method.

Findings

Findings below are presented in bullet form and organized into two major categories: overview
and specific findings.  The overview includes a description of conditions required for MPP
visibility impacts at GCNP and describes the process used to generate specific findings.  The
specific findings contain summaries of the MPP contributions to 12- and 24-hour particulate
sulfate, MPP contribution to 12- and 24-hour extinction coefficient, and extrapolation to short-
term MPP impacts during the two seasonal intensive monitoring periods and for other times of
the year.
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Table A  Methods Used to Estimate Source Contributions
Method Description Inputs Outputs

Receptor Data Analyses
Tracer Max
(Tracer
Scaling)

Estimation of  total sulfur
impacts by scaling PFT
measurements; provides upper
bound for potential sulfate
impacts

PFT, SO2, and particulate S
concentrations at receptors; emission
ratio of SO2/PFT;

Contribution of  PFT source
to ambient S; upper bound
estimate of contribution to
particulate S

Exploratory
Data Analysis

Statistical analysis of SO2,
particulate sulfur, and PFT
measurements

PFT, SO2, and particulate S
concentrations, and bsp at receptors

Spatial correlations of
particulate sulfur, temporal
correlations of PFT, SO2, and
particulate S at specific sites

Tracer
Regression

Regression of  bext against PFT,
industrial methylchloroform,
and water vapor mixing ratio

PFT, methylchloroform, and mixing
ratio measurements at receptors

Contributions to bext from
emissions in source regions of
the chosen tracers

TAGIT Estimation of sulfate impact by
identifying unimpacted sites
from PFT measurements

PFT, SO2, and particulate S
concentrations at multiple receptors

SO2 and particulate S
concentrations attributable to
sources/source regions where
PFT was emitted

Modified
CMB

Chemical mass balance
receptor modeling, modified to
account for conversion and
deposition of SO2 and sulfate

Source/source-regions and receptor
concentrations of SO2, sulfate, and
markers -- elements, spherical
aluminosilicate, babs; relative times of
travel; ROME estimates of relative
conversion rates for emissions from
different sources/source-regions.

SOx and sulfate attributable to
sources/source- regions

TMBR Tracer mass balance
regressions of SO2 against PFT
and of particulate S against
PFT

Concentrations at receptors of PFT,
SO2, and particulate sulfur

SO2 and particulate S
concentrations attributable to
MPP

DMBR Differential mass balance
regression; hybrid of tracer-
based dilution calculation with
parameterized deposition and
conversion

Concentrations at receptors of PFT and
SO2; times of travel from source to
receptors; estimates of conversion rates;
index of cloud cover

SO2 and particulate S
concentrations attributable to
MPP

Source Emissions Simulations
HAZEPUFF
(Modified)

Lagrangian puff model;
interpolated wind field; first
order sulfate chemistry;
modified dispersion classes

Wind profiler soundings, PFT and SO2
emissions from MPP, relative humidity

Plume locations and
concentrations of PFT, SO2,
sulfate, and light scattering
attributable to MPP

CALPUFF/
CALMET

Multi-layer Gaussian puff
model with parameterized first
order chemical conversion;
diagnostic meteorological
model

Surface and upper air meteorological
data, topography, PFT and SO2
emissions from MPP, solar radiation,
ambient O3

Distribution of concentrations
of PFT, SO2 and sulfate
attributable to MPP

ROME/
RAPTAD/
HOTMAC

Lagrangian plume model with
explicit reaction chemistry;
three-dimensional Lagrangian
random puff dispersion;
primitive equation
meteorological model

Meteorological soundings, topography
and land use, solar radiation; MPP
emissions of PFT, SO2, NOx, and trace
metals; background chemical
concentrations; PFT concentrations at
receptors

Concentrations of PFT, SO2
and sulfate in MPP plume, at
surface and aloft

Overview

•  From a meteorological, visibility, and sulfate concentration perspective, the Project
MOHAVE study year (1992) is representative of longer periods of record.  Minor exceptions
to that statement include that the winter of 1992 was somewhat more moist (clouds and
precipitation) than the 15 year average; the summer of 1992 was one of the cleaner summers
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on record at Hopi Point with less severe conditions for the poor visibility periods; Meadview
summer 1992 sulfate concentrations were comparable to summer sulfate levels during the 5-
year SCENES monitoring period (1984 - 1989).

•  Based on climate records, MPP emissions are usually transported towards the western end of
GCNP by wind flow from the south in the summer (April through September) and away from
GCNP by flow from the north in the winter (November through February).  These wind
patterns also cause flow of emissions towards GCNP from source areas to the southwest in
the summer such as Southern California, northern Mexico, and the San Joaquin Valley and
from sources to the northeast in the winter such as the Navajo Generating Station.

•  PFT released from MPP during the winter and summer intensive monitoring periods
corroborated the earlier finding that the greatest frequency of transport from MPP to GCNP
was during the summer.

•  During the summer intensive monitoring period, sites around Lake Mead (Meadview,
Overton Beach, and Las Vegas Wash) recorded tracer concentrations above background
levels on over 90% of the days; at Hopi Point, tracer was above background concentrations
on about half of the days.

•  During the winter intensive monitoring period, Meadview recorded MPP tracer
concentrations above background levels during about 6% of the days; at Hopi Point, MPP
tracer concentration were never measured above background levels.

•  Project MOHAVE analysts found negligible correlation between measured MPP tracer
concentrations and visibility impairment at Meadview or Hopi Point.  The absence of any
obvious relationship cannot rule out MPP contributions to haze in GCNP, but strongly
suggests that other sources were primarily responsible for the haze.

•  Other analyses (summarized in the body of the report), done as part of Project MOHAVE,
show that during the summer intensive period there was clear observational evidence linking
emissions from distant urban areas such as Southern California to visual impairment at
GCNP.  These analyses corroborate earlier findings by other investigators who have used
techniques designed to specifically identify the presence of the Southern California emission
plume.

•  From the tracer data and the known ratio of tracer to primary particle emission rates during
normal operations of MPP, primary particles from MPP disperse during transport to GCNP to
the extent that though they contribute to visibility impacts they alone would not cause
noticeable impairment.

•  From the tracer data and the known ratio of tracer to SO2 emission rates for MPP, SO2
emitted by MPP often reaches Meadview in sufficiently high concentrations to have the
potential to cause impairment (See Tracer Max in Table A).  Thus, the critical factor in
determining the impact of MPP is knowledge of the particulate sulfate production in the
atmosphere by conversion of SO2.
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Technical Note - Conversion of SO2 to sulfate occurs by two different mechanisms: dry or gas-
phase chemistry and wet or aqueous-phase chemistry.  The rate of dry conversion is slow and
greatest during the daylight hours.  Wet chemistry is relatively fast but its occurrence is
harder to predict since it requires interaction of the SO2 emissions with liquid water (e.g., in
hygroscopic aerosols or cloud droplets) and the presence of oxidants to convert the SO2 in
the liquid phase.

•  Project MOHAVE employed a number of methodologies (Table A) to estimate the
contribution of MPP to particulate sulfate.  With two exceptions (TMBR and TAGIT), these
methods had to explicitly determine or use assumed rates of SO2 to sulfate conversion for
each time period during transport from MPP to GCNP.  Much of the difference between the
various methods is due to the differences in the predicted magnitudes of conversion that
derive from assumptions concerning the interactions between emissions and clouds and
calculations of emission travel times.

•  The various methods do not agree unanimously on which are the most MPP-influenced time
periods.  The TAGIT method in particular identifies several high impact days that have low
estimated MPP impact based upon other methods.  The opposite is also true.  While logic
dictates that not all of the methods can be correct when there are substantial disagreements,
there is no consensus concerning which of the methods is more likely to be correct for any
particular time period.  For these reasons the results from any specific method on any specific
date are not ascribed substantial credibility.

•  When the results from each of the various methods are sorted by magnitude of MPP impact,
the resulting frequency distributions are similar.  In other words the various methods tend to
agree better concerning the magnitude of a typical MPP contribution (i.e. median or 50th

percentile) and for a greater MPP contribution (defined for this report as the 90th percentile)
than they do concerning the magnitude for any specific date in 1992.  Thus, in order to
interpret the attribution results, this report focuses on the range of results for typical and
greater MPP contributions as defined by the 50th and 90th percentiles of the frequency
distributions of the various methods, while recognizing that such a focus hides the lack of
day-to-day agreement between the methods.

•  All of the assessment methods except for TAGIT are able to estimate 12-hour MPP
particulate sulfate concentrations corresponding to the sample periods at Meadview and Hopi
Point.  TAGIT is restricted to results for 24-hour duration, corresponding to two sample
periods.   The relative magnitude of the estimated MPP sulfate is easily determined by
dividing the estimated sulfate by the coincident measured total sulfate.

Technical Note - Light extinction coefficient, an optical parameter that increases as visual range
decreases and is related to the particulate concentration, is used to quantify visibility in this
assessment.  The higher the fractional contribution of an emission source to light extinction
coefficient the greater is its visibility impact.  A CD-ROM with viewing software and
computer simulated views is provided with this report to illustrate the appearance of the
magnitudes of changes reported in the tables below.
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•  Estimated relative MPP contribution to the light extinction coefficient was determined by
two methods.  In both, the first step was to convert each estimated MPP sulfate concentration
to a light extinction coefficient value. Based on theoretical analyses of Project MOHAVE
measurements, a sulfate extinction efficiency was derived specifically for the sulfate aerosol
in the study area. In one method the results of the first step were divided by the
corresponding measured light extinction coefficient values, while in the other they were
divided by the typically somewhat smaller calculated extinction coefficient values
determined from the measured aerosol composition data.1  In all cases the effects of relative
humidity on aerosol size are included in the calculations.

•  A number of approaches were used to estimate the ratio of the highest short-term (e.g. 3-hour
duration) to 12- or 24-hour duration relative extinction coefficient impacts in order to
estimate the short-term impacts.  Some of the methods used a limited data set of high time
resolution tracer data measured at Meadview, others used the hourly estimated concentrations
from the air quality models (e.g. CALPUFF).

•  To examine the issue of impacts during the non-intensive monitoring periods, one of the
apportionment methods (CALPUFF Dry) that can be implemented without the use of tracer
data was used to estimate the particulate sulfate and fraction of extinction coefficient for
other times of the year.  Ratios of these estimates to corresponding estimates for the months
containing the summer intensive period are used to assess the relative importance of MPP
during other times of the year.

•  One of the most interesting periods during the summer of 1992 was the two days following
the discontinuation of tracer release from MPP at 0700 on August 31.  Although visibility
levels were not unusual, the first two days in September had the highest sulfate
measurements recorded throughout the area that summer and represent some of the highest
measurements ever made in the area.  Winds were light and variable with flow reversals that
could have increased the opportunity for SO2 to sulfate conversion.  Because of the lack of
tracer data, only a few methods could be used to estimate the contribution of MPP.  These are
considered to have greater uncertainty than for periods with tracer data and are not included
in the specific findings presented below.  Some of the results of these showed relatively high
MPP contribution to sulfate.  However, there are alternative explanations that would indicate
other sources are responsible for much of the measured sulfate.

Specific Findings

•  The range of estimates by the various methods of MPP sulfate at Meadview and Hopi Point
for the summer and winter at the 50th and 90th percentile are shown in Table B for the 12-
hour time periods.

                                                          
1 The calculated extinctions did not match the measurements at times, and so both calculations are shown here.
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Table B  Range of estimated 12-hour MPP sulfate (ng/m3) for the 50th and 90th percentile
conditions.  Model attribution results excluding the bounding estimates of CALPUFF Wet and
Dry are shown in bold.  Values in parentheses represent the ranges of all attribution results.

Winter Summer
50th 90th 50th 90th

Meadview (0.0 to 0.0) 40 (5 to 50) 23 to 71 (23 to 93) 120 to 320 (120 to 540)
Hopi Point (0.0 to 0.0) (0.0 to 0.0) 4 to 27 38 to 160

•  Dividing each estimate of MPP sulfate by the measured coincident sulfate results in values
shown in Table C that express the range of estimated percent of 12-hour sulfate contributed
by MPP at key sites.

Table C  Range of estimated 12-hour MPP fraction of measured sulfate (%) for the 50th and
90th percentile conditions.  Model attribution results excluding the bounding estimates of
CALPUFF Wet and Dry are shown in bold.  Values in parentheses represent the ranges of all
attribution results.

Winter Summer
50th 90th 50th 90th

Meadview (0.0 to 0.0) 3.5 (0.7 to 4.8) 1.7 to 3.3 (1.7 to 8.0) 8.7 to 21 (8.7 to 42)
Hopi Point (0.0 to 0.0) (0.0 to 0.0) 0.4 to 1.6 3.1 to 13

•  Converting the 12-hour MPP sulfate estimates to light extinction coefficient and dividing by
the coincident measured light extinction coefficient produces the results shown in Table D.

Table D  Range of estimated 12-hour MPP fraction (%) of measured light extinction coefficient
for the 50th and 90th percentile conditions.  Model attribution results excluding the bounding
estimates of CALPUFF Wet and Dry are shown in bold.  Values in parentheses represent the
ranges of all attribution results.

Winter Summer
50th 90th 50th 90th

Meadview (0.0 to 0.0) 0.1 (0.06 to 0.4) 0.2 to 0.6 (0.2 to 1.0) 1.3 to 2.8 (1.3 to 5.0)
Hopi Point (0.0 to 0.0) (0.0 to 0.0) 0.1 to 0.4 0.5 to 2.6

•  If instead of dividing by the measured extinction coefficient, the estimated MPP light
extinction were divided by the somewhat smaller calculated extinction coefficient, the range
of values shown in Table E would result.

Table E  Range of estimated 12-hour MPP fraction (%) of calculated light extinction coefficient
for the 50th and 90th percentile conditions.  Model attribution results excluding the bounding
estimates of CALPUFF Wet and Dry are shown in bold.  Values in parentheses represent the
ranges of all attribution results.

Winter Summer
50th 90th 50th 90th

Meadview (0.0 to 0.0) 0.2 (0.1 to 0.4) 0.3 to 0.8 (0.3 to 1.2) 1.9 to 4.0 (1.9 to 6.7)
Hopi Point (0.0 to 0.0) (0.0 to 0.0) 0.1 to 0.3 0.6 to 2.3

•  One of the methods (TAGIT) could only estimate the MPP contribution on a 24-hour basis.
By averaging the 12-hour contributions of the various methods to 24-hour, results of all
methods can be used together to estimate the 24-hour MPP contribution to extinction
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coefficient.  Table F contains the 24-hour average range of estimated MPP extinction
coefficient percent of the coincident measured extinction coefficient.

Table F  Range of estimated 24-hour MPP fraction (%) of measured light extinction coefficient
for the 50th and 90th percentile conditions.  Model attribution results excluding the bounding
estimates of CALPUFF Wet and Dry are shown in bold.  Values in parentheses represent the
ranges of all attribution results.

Winter Summer
50th 90th 50th 90th

Meadview (0.0 to 0.0) 0.0 to 0.4 0.3 to 0.6 (0.3 to 1.5) 0.9 to 3.5 (0.9 to 4.8)
Hopi Point (0.0 to 0.0) (0.0 to 0.0) 0.0 to 0.4 1.1 to 5.32

•  To examine the relative impacts of MPP on particulate sulfate during non-intensive
monitoring periods, MPP estimated sulfate by one of the methods (CALPUFF Dry) which
requires only the upper air measurements made at MPP (available from January to September
1992) were compared with corresponding estimates from the same method during the
summer intensive period.  Table G shows the ratio of the estimates for pairs of month
compared to the July and August period that includes the summer intensive.

Table G  Ratio of CALPUFF Dry estimated MPP 12-hour sulfate values for 50th and 90th
percentile conditions for months not during the intensive monitoring period to corresponding
values estimated for July and August.

January & February March & April May & June
50th 90th 50th 90th 50th 90th

Meadview 0.0 0.2 0.5 0.8 0.4 0.6

•  A similar approach is used to examine the relative impacts of MPP on extinction coefficient
during non-intensive monitoring periods.  Ratios of the CALPUFF dry estimates of the MPP
fractional extinction coefficient for pairs of months to the July and August period that
includes the summer intensive are shown in Table H.

Table H  Ratio of CALPUFF Dry estimated 12-hour MPP fraction of the light extinction
coefficient values for 50th and 90th percentile conditions for months not during the intensive
monitoring period to corresponding values estimated for July and August.

January & February March & April May & June
50th 90th 50th 90th 50th 90th

Meadview 0.0 0.5 0.7 0.9 0.4 0.7

•  The previous two tables show that the CALPUFF estimated MPP contribution of sulfate and
fraction of measured light extinction coefficient for March and April 1992 are nearly
comparable to the CALPUFF estimated MPP contributions for the summer intensive period
(i.e., ratios near 1).  Note that because there is no tracer or 12-hour sulfate data during the
intervening time periods with which to compare model predictions, the results shown in the
last two tables should be treated with caution.

                                                          
2 The author of the method (TAGIT) that produced this result believes that it has substantial uncertainty as applied to
MPP impacts at Hopi Point.  The value associated with the next highest method for the 90th percentile is 2.5%,
which seems to be a more reasonable upper limit.
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•  Though results of the various methods to estimate the daily short-term impacts from the 12-
or 24-hour average impacts included substantial uncertainties, a ratio of about 2 seems to be a
reasonable consensus value at Meadview for periods of greatest MPP impacts.  In other
words the maximum short-term impacts on any day at the 90th percentile are thought to be
about a factor of two higher than the longer-term impacts listed in the tables above for
Meadview.

•  Some idea of the potential for extreme impacts, beyond the 90th percentiles shown in Table D
and Table E above, can be obtained from the greatest individual-day MPP attributions
generated over the entire tracer period.  The study-maximum estimated MPP contribution to
Meadview light extinction during an individual 12-hour monitoring period was from about
2.5% to 8%, depending on the estimation method, with bounding values between 2.5% and
16%.  This wide range of estimates underscores the fact that the disagreement among
estimates was greatest when estimating infrequent conditions such as those that occur less
than 10% of the time.

•  The range of 90th percentile values is less than, and therefore consistent with, results of the
Tracer Max method that yields an absolute upper bound obtained from the measured tracer
concentrations.  This method makes the assumption that all of the MPP sulfur emitted is
converted to sulfate without depositional loss of either sulfur dioxide or sulfate during
transport to Meadview.  The approach eliminates any possibility of underestimation (see
Tracer Max in Table A).  The greatest possible 12-hour impact by this method is about 23%,
which is necessarily an overestimate of the greatest actual MPP contribution to Meadview
light extinction during the Project MOHAVE tracer period.

•  Several different models with their related assumptions were used in this study.  There is
general agreement among them about the ranges of impacts that may occur 90% of the time.
There is less agreement however, about less frequent high-impact events (which occur less
than 10% of the time).  In any case, empirical data (actual field measurements) show poor
correlation between the presence of MPP tracer and visibility impairment in the GCNP.
Project MOHAVE analysts were unable to find any data to directly corroborate the extreme
values calculated by some of the models, as noted in the results tabulated above.
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Relating Summer Ambient Particulate Sulfur, Sulfur Dioxide, and Light Scattering to
Gaseous Tracer Emissions from the Mohave Power Project

Vincent A.  Mirabella and Robert J. Farber
Southern California Edison Company
Rosemead, California

ABSTRACT

Project MOHAVE was initiated in 1992 to examine the role of emissions from the 1580 MW
coal-fired Mohave Power Project (MPP) on haze at the Grand Canyon National Park (GCNP),
located about 130km north-northeast of the power plant. Statistical relationships were analyzed
between summertime ambient concentrations of a gaseous perfluorocarbon tracer released from
MPP and ambient sulfur dioxide, particulate sulfur, and light scattering to evaluate whether
MPP’s emissions could be transported to the GCNP and then impact haze levels there.  Spatial
analyses indicated that particulate sulfur levels were strongly correlated across the monitoring
network indicating that particulate sulfur levels in this region were influenced by distant regional
emission sources. A significant particulate sulfur contribution from a point source such as MPP
would result in a non-uniform pattern downwind. There was no suggestion of this in the data.
Furthermore, correlations between the MPP tracer and ambient particulate sulfur and light
scattering at locations in the Park were virtually zero for averaging times ranging from 24-hours
to 1-hour. Hour-by-hour MPP tracer levels and light scattering were individually examined, and
still virtually no positive correlations were detected. Finally, agreement between tracer and
particulate sulfur did not improve as a function of meteorological regime implying that, even
during cloudy monsoonal days when more rapid conversion of sulfur dioxide to particulate sulfur
would be expected, there was no evidence for downwind particulate sulfur impacts.  Despite the
fact that MPP was a large source of SO2 and tracer, neither time series nor correlation analyses
were able to detect any meaningful relationship between MPP’s SO2 and tracer emission
“signals” to particulate sulfur or light scattering.

IMPLICATIONS

Using simple statistical analyses, qualitative insight was obtained into the contributions
of the Mohave Power Project’s emissions to sulfur dioxide, particulate sulfur, and light scattering
as a prelude to applying more quantitative source/receptor models.  The results from these
statistical analyses did not reveal any statistically significant relationships between either
particulate sulfur or light scattering and the tracer released from MPP.  From this it is concluded
that MPP makes a small enough contribution to regional particulate sulfur and light scattering
that its effects are dominated by those from other emission sources in the region.

INTRODUCTION

The Mohave Power Project (MPP) is a 1580MW coal-fired power plant located 130km
southwest of the western boundary of the Grand Canyon National Park (GCNP). In 1992 a
comprehensive air monitoring and meteorological data collection program was carried out under
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the name of Project MOHAVE (Measurements Of Haze And Visual Effects)1. The goal of
Project MOHAVE was to characterize and quantify the impacts of emissions from MPP on haze
at the Grand Canyon National Park. This goal was accomplished by deploying a network of air
quality and meteorological sampling stations to characterize the pollutant and meteorological
conditions in the MPP-GCNP region of the southwestern US. Figure 1 provides the locations of
MPP and several key air quality monitoring locations discussed in this paper.  35 ambient
monitoring sites were operated during the 1991-1992 yearlong field study. A major component
of Project MOHAVE involved the release and sampling of an inert perfluorocarbon tracer,
ocPDCH – termed the MPP tracer in this paper, from the 153m MPP stack over a continuous 50-
day period during the summer experiment (July 12-August 31, 1992).

The basic objective examined in this paper was to determine if positive statistical
relationships were evident in the data between MPP tracer and particulate sulfur and light
scattering. If such relationships were found, then these results could suggest that MPP’s
emissions are transported and chemically converted in the atmosphere to form secondary
sulfates, which affect regional haze levels.

EXPERIMENTAL METHODS

During the summer season experiment, the University of California at Davis (UCD)
collected 24-hour averaged aerosol data following the IMPROVE (Interagency Monitoring of
Protected Visual Environments) protocol at 35 regional sites. Samples were collected with a cut
point of 2.5µm Dp.  Particulate sulfur samples were analyzed by PIXE. Sulfur dioxide samples
were also collected using potassium carbonate-impregnated filters behind particulate matter
filters in the IMPROVE sampler. During the summer experiment samples were collected daily
commencing at 7am MST. A few sites also collected 12-hr samples.  Continuous light scattering
data collected by nephelometers were also available from the Meadview site, which is near the
western end of the GCNP.

The MPP tracer was continuously emitted over a 50-day period from the MPP stack. This
tracer was released at a rate proportional to the level of power production to maintain a constant
tracer to SO2 stack emission ratio.  The average summer experiment emission ratio was: 73.3 g
SO2 per mg MPP Tracer (455,000 moles SO2 per mole of MPP tracer).  Tracer was sampled over
24-hour periods at 30 sites, and 12-hr data were also available from the Meadview and Hopi Pt.
Sites in the GCNP.  In addition, 15-minute samples were collected over a three-week period at
Meadview and were used to construct 1-hour averages. Tracer samples were analyzed by
electron capture gas chromatography 2 .

In this paper a series of graphical plots and descriptive statistics were used to explore
relationships between MPP tracer levels and levels of particulate sulfur, sulfur dioxide, and light
scattering at a subset of monitoring locations near MPP for averaging times ranging from 1 hour
to 24 hours. Monitoring locations selected were located “upwind” or to the south of MPP as well
as “downwind” or to the north of MPP. Farber et al.3 showed that during the 1992 summer
experiment the winds were from the southerly quadrant about 80% of the time. The 50-days were
also grouped using a synoptic meteorological classification scheme as discussed in Farber et al.3
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to determine the influence of meteorological factors on these relationships. Table 1 provides a
listing of the monitoring stations used to conduct the analyses in this paper.

RESULTS

An exploratory analysis compared the data from a number of Project MOHAVE
monitoring stations to determine whether any statistical correlations for MPP tracer to particulate
sulfur, sulfur dioxide, and light scattering exist among these stations.  Figure 2 provides a scatter
matrix of 24-hour averages of particulate sulfur data collected for a coincident set of days. From
visual inspection of this figure, it is readily apparent that particulate sulfur correlates well at
nearly all stations. This is true for station pairs where one station is  “downwind” of MPP and the
other “upwind” of MPP such as ESSE/MEAD, YUCCA/DOSP, PARK/COCO, ESSE/COCO,
and ESSE/OVBE as well as for station pairs whose stations were both upwind or downwind of
MPP. As shown in Table 2, r-values are generally in the range of 0.7 to 0.9 at all locations with
statistically significant r-values for all station pairs at the 95%-ile level.  Of the 36 station pairs, 7
pairs had r-values exceeding 0.9 while 18 pairs had r-values exceeding 0.8.  (It should be noted
that due to missing data for the various pollutants, station pairs may be different in Tables 2, 3,
and 4).

Interestingly, the mean particulate sulfur at sites upwind of MPP was virtually the same
as the mean value at the downwind stations (when HOPO is excluded due to elevation and
distance considerations). Despite the fact that the monitoring stations are separated spatially by
400km and by 2000m in elevation, these results are consistent with the view that the sulfate
distributions over the study area have a generally similar regional character. This regional
character is likely due to the strong influences of more distant source regions to the west (i.e.,
southern California) and south (northern Mexico) and by meteorological and chemical conditions
that affect all stations more or less similarly. Figure 3 presents a time series of particulate sulfur
during this period which also serves to further illustrate that particulate sulfur levels at nearly all
monitoring sites exhibit similar temporal behavior although the concentration magnitudes may
differ from site to site.  This is true regardless of the particulate sulfur concentration level.

Figure 4 provides a scatter matrix for sulfur dioxide, which indicates much less
agreement among station pairs than shown in Figure 2. The r-values are generally less than 0.5 as
shown in Table 3, and fewer pairs are statistically significant.  Even for station pairs that are
“downwind of MPP”, the r-values are less than 0.6. Mean SO2 concentrations were higher at the
downwind sites than at the upwind sites.

The complex terrain surrounding MPP serves to complicate the transport and dispersion
of the plume along preferred plume trajectories such that the MPP SO2 plume unevenly impacts
many locations.  Small changes in wind direction can move the plume trajectory into any one of
several nearby north-south oriented ridge-valleys. In addition, the effect of other SO2 emission
sources also complicates the spatial relationships.  These results suggest that ambient SO2 is not
regionally homogeneous compared to particulate sulfur.  Instead, the patterns suggest a more
localized influence of SO2 at some of the sites.  This is an expected result since MPP is a
substantial source of SO2 in this region.  Figure 5 provides a time series for sulfur dioxide.  The
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highest SO2 levels, by far, occur at the Cottonwood Cove (COCO) site, which is 47km directly
downwind of MPP.

Figure 6 provides the scatter matrix for the MPP tracer.  Again, we see an overall lack of
spatial correspondence between the tracer levels at any of the station pairs. Table 4 indicates that
the r-values are generally less than 0.3 at most location pairs with several near zero, and only a
few values are statistically significant. The only significant correlation occurred for the
ESSE/PARK station pair both of which are located upwind of MPP, and likely reflects some
random fluctuations of the tracer background since tracer levels at these two locations are low.
As with SO2, mean MPP tracer concentrations are higher at the downwind sites than at the
upwind sites. Figure 7 shows the time series for the MPP tracer and reflects the lack of both
spatial and temporal coherence in MPP tracer levels at the various monitoring sites.

Given this background information, an examination was next made of the relationships
between particulate sulfur, sulfur dioxide, light scattering, and MPP tracer at the individual
stations. Figure 8 provides a scatter plot of sulfur dioxide and MPP tracer at several locations.
This figure indicates that at the downwind stations, as represented by the plotted stars, there is a
statistically significant correlation between SO2 and MPP tracer with r-values ranging from 0.5
to as high as 0.7 at Cottonwood Cove (COCO), the closest downwind location to MPP.  At the
Hopi Point (HOPO) site, there does not appear to be any significant relationship likely due to the
fact that HOPO is located a relatively large distance from MPP (i.e., 240km), is relatively high in
elevation, and is often affected by a different air mass than the lower elevation sites.  The r-
values at all downwind stations (with the exception of Hopi Pt.) are statistically significant at the
95%-ile level.  Again, since MPP is a major SO2 source in the region and the only source of the
tracer, correspondence between the two data series should be expected.

Figure 9 provides a similar scatter plot for particulate sulfur and MPP tracer.  The only
downwind location with a statistically significant correlation is the Overton Beach (OVBE) site.
This is an interesting and difficult to explain result.  From the known transport patterns of the
MP plume, the LVWA site should be at least comparatively impacted as the OVBE site. Yet, the
correlation at LVWA is low and not significant. Oddly, although statistically significant
correlations were also found at the upwind ESSE and YUCCA stations, their tracer levels are
near zero and Figure 9 suggest that these correlations are spurious.

Figure 10 examines the relationship between light scattering (bscat) and MPP tracer at
Meadview.  The Meadview location is of interest since it is the monitoring site closest to the
western end of the GCNP. As this figure indicates, there is little correlation between the two
variables and virtually none at the high tracer concentrations.

The analyses provided above deal with an averaging time of 24-hours.  It is possible that
over a 24-hour time period the MPP plume could impact the monitoring sites for shorter periods
of time which may be masked by the 24-hour averaging period. At the Meadview site, 12-hr
average particulate sulfur, SO2, light scattering, and MPP tracer data were also available.  Figure
11 provides a scatter plot of particulate sulfur and SO2 as a function of MPP tracer for the 12-hr
averaging period. For this shorter averaging time, SO2 is again correlated with MPP tracer,
having a statistically significant correlation (r) of about 0.5.  Particulate sulfur is also statistically
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correlated with MPP tracer, however, the correlation coefficient is very low, with the linear
relationship explaining only about 16% (r2=0.16) of the variability between MPP tracer and
particulate sulfur. Figure 12 provides a similar plot for light scattering and MPP tracer and again
shows virtually no correlation between the two variables for the 12-hour averaging period.

Finally, an examination was made of 1-hour average light scattering and MPP tracer data
to assess whether any transient increases in light scattering could be associated with the presence
of MPP tracer. Figure 13 provides a plot of these data. As is readily seen from this figure, there is
no apparent relationship between the two variables even for this short averaging period.
Unfortunately, there were no 1-hour average particulate data available for added comparisons.

In a recent analysis, White et al.4 examined available high time resolution data consisting
of hourly averaged light extinction, methylchloroform, and water vapor concentrations at the
Meadview location over a 3 week period during the study when the high time resolution tracer
data were collected. This analysis examined transient haze events at the GCNP, which occurred
during short-time averaging periods. Although hourly light scattering did not correlate with the
MPP tracer as noted earlier, light extinction did track concentrations of methylchloroform and
water vapor concentration, which served as tracers of opportunity for air from Southern
California and southern Arizona/northern Mexico, respectively. Multiple linear regression of
light extinction on MPP tracer, methylchloroform, and water vapor concentrations accounted for
74% of the observed variance, with methylchloroform and water vapor concentration the
significant explanatory variables.  The residual, representing extinction decoupled from the
regional methylchloroform and water vapor concentrations, exhibited no evident relationship
with the MPP tracer.  That is, the MPP tracer independent variable added no explanatory power
to the light extinction relationship.

A final set of analyses was done to examine whether the particulate sulfur/MPP tracer
relationship at the downwind sites varied as a function of meteorological conditions.  Farber, et
al.5 described three principal summer synoptic meteorological regimes that influence the air
quality of the southwestern United States.  These patterns are described in Table 5.  Each day of
the summer 1992 intensive measurement period was classified according to one of the
meteorological regimes shown in Table 5.  With this daily classification, plots were then made of
particulate sulfur vs MPP tracer for the 5 downwind sites. This classification resulted in a
roughly equal number of days in each class. From Figure 14, we did not see any significantly
different r-values when sorted by meteorological condition as compared to the r-values shown in
Figure 9 although the r-values for the monsoonal meteorological class are marginally higher than
the Figure 9 values.  This suggests that even for “cloudy” monsoonal days when there might be a
greater tendency toward sulfate production, there was scant evidence for downwind MPP
particulate sulfur impacts.  This result may not be surprising since the base of these convective
clouds are at the top of the mixed layer. The MPP plume spends relatively little time in these
clouds, and thus disperses in a generally drier environment.

CONCLUSIONS

In addressing the objective of this paper, the MPP plume was readily definable by the
tracer, which in turn was statistically related to ambient sulfur dioxide concentrations.  However,
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the various analyses did not reveal any statistically significant relationships between the MPP
tracer and ambient particulate sulfur concentrations or light scattering. The combination of the
complexities of meteorology-terrain interactions, the influence of regional emission sources, and
the uncertainties in the interaction of clouds and MPP SO2 all combine to mask any “signal”
from MPP on regional particulate sulfur and light scattering levels.

Over the course of the summer study, particulate sulfur levels were highly correlated
across the Project MOHAVE network at locations both downwind and upwind of MPP.  Mean
particulate sulfur levels were also similar for at both upwind and downwind sites.  This suggests
a regional character for the spatial distribution of particulate sulfur.  However, we did not see the
same level of regional homogeneity for sulfur dioxide and MPP tracer throughout the network as
with particulate sulfur even though MPP is a large source for sulfur dioxide and the only source
of the tracer.

Correlations between SO2, particulate sulfur and MPP tracer at Meadview located just
west of the GCNP for the 12-hour averaging period remained low, and there was no correlation
between light scattering and MPP tracer for any averaging period. Finally, when days were
classified according to meteorological regime, there was no better agreement between particulate
sulfur and MPP tracer as a function of meteorological regime. Thus, there was little evidence of
MPP enhanced SO2 conversion during these “cloudy” conditions.

The key uncertainty in the secondary particulate formation process appears to be the
extent of MPP plume SO2 interaction with clouds6. It is not at all surprising that there was a lack
of a meaningful correlation between particulate sulfur and MPP tracer.  MPP is geographically
located in a dry summer climate that is occasionally interrupted by the influx of moisture from
the Gulf of Mexico.  Being in a dry climate, there is seldom an opportunity to form secondary
particulate sulfur via the rapid aqueous phase chemical reactions involving plume-height clouds.
Whatever particulate sulfur is formed in the MPP plume occurs via the much slower gas phase
chemical pathways. Since the MPP plume interacts with a rural environment, oxidation
conversion rates remain relatively low.

On a cautionary note, one should recall that the simple correlational analyses described
above involved linear relationships.  There may, however, be a non-linear relationship as might
be expected in a situation involving the formation of secondary particulate formation.
Nonetheless, the fact remains that neither the correlation analyses nor time series analyses
showed any meaningful statistical relationships despite the fact that MPP is a large emitter of
SO2 and the only emitter of the tracer.
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       Table 1.  Location of selected monitoring stations.

Station Name Location Relative to MPP Elevation (m-msl)
PARK (Parker, AZ) 118 km south 137
ESSE (Essex, CA) 80 km southwest 520
YUCCA (Yucca, AZ) 55 km southeast 579
COCO (Cottonwood Cove, NV) 47 km north 274
LVWA (Las Vegas Wash, NV) 112 km north 457
DOSP (Dolan Springs, AZ) 62 km north-northeast 1,007
MEAD (Meadview, AZ,
    located 20km from GCNP)

110 km north-northeast 902

OVBE (Overton Beach, NV) 160 km north-northeast 396
HOPO (Hopi Point, AZ,
   located at GCNP Visitor’s
   Center

275 km northeast 2,164

Mohave Power Project (source
of tracer)

213
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Table 2.  Correlation coefficients (r) and descriptive statistics for particulate sulfur (24
coincident days).
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(ng/m3)

St Dev

COCO (d) 0.96 0.89 0.94 0.93 0.62 0.87 0.79 0.76 709 243
DOSP (d) 0.86 0.91 0.95 0.57 0.86 0.84 0.80 568 210
LVWA (d) 0.86 0.91 0.49 0.81 0.59 0.55 701 226
MEAD(d) 0.95 0.65 0.90 0.77 0.79 561 184
OVBE (d) 0.61 0.89 0.69 0.73 613 221
HOPO(d) 0.70 0.60 0.61 385 120
ESSE(u) 0.65 0.68 674 263
PARK(u) 0.86 732 215
YUCCA(u) 590 187

                          Correlations significant at the 95th-%ile level are underlined
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Table 3.  Correlation coefficients (r) and descriptive statistics for sulfur dioxide (30 coincident
days).
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COCO (d) -0.08 0.46 0.01 0.11 -0.12 7967 3534
DOSP (d) 0.44 0.73 0.68  0.40 1909 1475
LVWA(d) 0.56 0.33  0.12 2453 1339
MEAD (d) 0.59  0.55 1005 736
ESSE (u)  0.54 1555 1046
YUCCA (u) 1066 1160

             Correlations significant at the 95th-%ile level are underlined
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Table 4.  Correlation coefficients (r) and descriptive statistics for MPP tracer (25 coincident
days).
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DOSP (d) 0.00 0.35 0.30 0.24 0.23  0.23  0.17 1.86 1.26
LVWA (d) 0.28 0.06 0.17 0.24  0.22 -0.23 1.13 0.87
MEAD(d) 0.19 0.11 0.28  0.32 -0.18 1.25 0.76
OVBE (d) 0.32 0.34  0.34  0.04 1.17 0.72
HOPO(d) 0.07 -0.08  0.32 0.24 0.15
ESSE(u)  0.78  0.36 0.51 1.36
PARK(u)  0.35 0.10 0.05
YUCCA(u) 0.17 0.12

                          Correlations significant at the 95th-%ile level are underlined
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Table 5.  Dominant summer synoptic weather patterns in the southwestern US.

Pattern Description
Most Frequent Time of

Occurrence

Thermal Low
(monsoon)

Thermal low in the mixed
layer with southwesterly
flow but with moist and
unstable southeasterly flow
aloft

Mid-July to September

Summer Trough Strong southwest flow in
the mixed layer and aloft;
often moisture is present

April to early July and
September to October

Dry Ridge Southwest flow in the
mixed layer with dry
westerly flow aloft

Most common in May
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Figure Captions

Figure 1.  Map of the Project MOHAVE study area.

Figure 2.  Scatter plot of 24-hour average particulate sulfur (24 coincident days).

Figure 3.  Time series of 24-hour average particulate sulfur.

Figure 4.  Scatter plot of 24-hour average sulfur dioxide (30 coincident days).

Figure 5.  Time series of 24-hour average sulfur dioxide.

Figure 6.  Scatter plot of 24-hour average MPP tracer (25 coincident days).

Figure 7.  Time series of 24-hour average MPP tracer.

Figure 8.  Scatter plot of 24-hour average sulfur dioxide and MPP tracer.

Figure 9.  Scatter plot of 24-hour average particulate sulfur and MPP tracer.

Figure 10.  Scatter plot of 24-hour average light scattering (bscat) and MPP tracer at Meadview.

Figure 11.  Scatter plot of 12-hour average particulate sulfur, sulfur dioxide and MPP tracer at
Meadview.

Figure 12.  Scatter plot of 12-hour average light scattering (bscat) and MPP tracer at Meadview.

Figure 13.  Scatter plot of 1-hour average light scattering (bscat) and MPP tracer at Meadview.

Figure 14.  Scatter plot of 24-hour average particulate sulfur and MPP tracer by meteorological
class.
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ABSTRACT

We have developed a method that uses tracer measurements as the basis for comparing and
evaluating wind fields.  An important advantage of the method is that the wind fields are evaluated
from the tracer measurements without introducing dispersion calculations.  The method can be
applied to wind fields predicted by different atmospheric models or to wind fields obtained from
interpolation and extrapolation of measured data.  The method uses a cost function to quantify the
success of wind fields in representing tracer transport.  A cost function, “tracer potential”, is defined
to account for the magnitude of the tracer concentration at the tracer receptors and the separation
between each segment of a trajectory representing wind field transport and each of the tracer
receptors.  The tracer potential resembles a general expression for a physical potential because the
success of a wind field trajectory is directly proportional to the magnitude of the tracer concentration
and inversely proportional to its distance from this concentration.  A reference tracer potential is
required to evaluate the relative success of the wind fields and is defined by the initial location of
any trajectory at the source.  Then the method is used to continuously calculate the tracer potential
along each trajectory as determined by the wind fields in time and space.  Increased potential relative
to the reference potential along the trajectory indicates good performance of the wind fields and vice
versa.  If there is sufficient spatial coverage of near and far receptors around the source, then the net
tracer potential area can be used to infer the overall success of the wind fields.  If there are mainly
near-source receptors, then the positive tracer potential area should be used.  If the vertical velocity
of the wind fields is not available, then the success of the wind fields can be estimated from the
vertically-integrated area under the tracer potential curve.  A trajectory with a maximum tracer
potential is constructed for each daily tracer measurement, and this tracer potential is used to
normalize the relative success of the wind fields in reproducing the transport of tracers.  The method
is not sensitive to the exact form of the cost function because a test with an inverse square-root
dependence in the cost function rather than an inverse linear distance dependence ranked the wind
fields in the same order.  The method requires sufficient spatial coverage of tracer receptors in the
vicinity of a source and primarily gives credit to the wind fields that are able to approach areas with
high tracer concentrations.  The method can quantitatively determine which wind fields are best able
to reproduce the main transport of tracers and can be used to determine the most successful wind
fields to serve as a solid base for necessary improvement of dispersion models.  It can also be used
as a screening method prior to using dispersion models.  Since the measured tracer concentrations
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are affected by both transport and dispersion, however, the method does not evaluate the capabilities
of successful wind fields, as input to dispersion algorithms, to create tracer concentrations at
receptors that are similar to measured ones.  The tracer potential method has been applied to data
from a comprehensive field program that included tracer measurements and was conducted in the
Colorado River Valley area in the southwest U.S. in 1992.  Wind fields obtained from four
atmospheric models as well as those derived from the wind profiler measurements were tested, and
the results of their comparison are presented.  Since data from the tracer experiment are publicly
available, this developed method can be used to test other atmospheric models.
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1. Introduction

Realistic, three-dimensional atmospheric fields are an essential input for the simulation of
transport and dispersion of atmospheric pollutants (e.g., Yamada 1992; Uliasz 1993; Enger and
Koracin 1995).  The evaluation of wind fields predicted by atmospheric models or obtained from the
objective analysis of measurements, however, represents a significant challenge in boundary-layer
research. This is especially true for wind fields over complex terrain (e.g., Pielke 1984; Venkatram
1988; Brier 1990; Hanna 1994).  Many studies, including a survey by Blumen (1990), have shown
that the mean and turbulence properties of airflows in developed topography are usually highly
variable in both the spatial and temporal domains.  Local circulations are frequent and dominant
features, and they usually represent a significant factor in determining the overall dynamics and
associated transport and dispersion of atmospheric pollutants in complex terrain.

Many researchers have investigated the evaluation of wind fields through the use of
observations (e.g., Clements and Hoard 1989; Whiteman 1982, 1989) and through modeling (Doran
and Horst 1983; Yamada and Bunker 1988; Pielke 1984; Enger et al. 1993; Koracin and Enger
1994).  Models of various complexities have been commonly evaluated through comparison of
trajectories derived from observations of tetroons (Hoecker 1977; Stocker et al. 1990; Yamada 1992)
or trajectories estimated from tracer gas measurements (Haagenson et al. 1987, 1990; Kao and
Yamada 1988; Klug et al. 1992).  Although trajectories determined from observations of the
positions of tetroons are generally direct evidence of the wind field structure, tetroons are sometimes
subject to uncertainty in vertical position due to radiation, mesoscale pressure perturbations, or high
humidity conditions.  Trajectories determined from tracer measurements are usually uncertain in
mesoscale and regional scale field programs due to insufficient coverage by the tracer measurement
sites.  Insufficient coverage by tracer receptors prohibits the determination of the exact position of
the centerline of the tracer plume; consequently, the estimated tracer trajectories are only an
approximate representation of the actual tracer plume.  The modeling of back-trajectories leads to
uncertain results because it is not possible to account for irreversible turbulent processes.  For
example, Fast and Berkowicz (1997) found that a back-trajectory analysis of regional-scale modeling
results could not identify the surface source regions impacting eastern North America.  They
attributed this to the fact that, although the forward trajectories of the plume were based on the mean
and turbulent wind components, the backward trajectory analysis had no means of treating the
irreversible turbulent processes.

Both measured and modeled tracer concentrations are affected by transport and dispersion,
further complicating the evaluation of wind fields.  Complexity and difficulties in evaluating air
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quality dispersion models were discussed by Hanna (1988).  He emphasized that review and
evaluation of model physical algorithms is usually of greater importance than statistical comparison
between the model results and measured data.  Hanna (1988) pointed out that data input errors from
even a carefully performed field program can induce errors in hourly-average model concentration
predictions as large as the predictions themselves.  In addition, uncertainty in a model’s treatment
of turbulence can create an error in predicted concentrations that is as large as the measured
concentrations. Yamada et al. (1992) and Klug et al. (1992), among others, presented the approach
of indirectly evaluating a meteorological model by comparing simulated tracer concentration with
observations.  Hanna (1994) pointed out, however, that compensating algorithm errors in integrated
atmospheric and dispersion models could cancel out and that this could lead to the incorrect
conclusion that the models were performing correctly.  Also, in some cases, close agreement between
a model and measurements can be spurious or can result from measurements that happen to be
located at a point where the model can resolve the main features of the flow.  In the latter case, the
agreement may be poor at points where measurements are not taken or where the model is not able
to resolve local features.  These features, however, could be essential in accurately determining the
transport and dispersion of atmospheric pollutants.  In other cases, the agreement between the model
and certain measurements--those made in the most complex topographical region of the domain, for
example--can be poor while the main transport in the majority of the domain is still accurately
represented.  Since a dispersion model generally uses predicted atmospheric fields as input,
uncertainty in the atmospheric fields creates and usually amplifies any uncertainty in the results of
even a perfect dispersion model.

For these reasons, our main objective was the development of a method of evaluating
predicted wind fields using only measured tracer concentrations without introducing dispersion
calculations.  This is an advantage because any estimates of dispersion involve further assumptions
and uncertainties.  The use of inert chemical tracers offers an excellent opportunity for the
development of a method that uses most probable “true” measurements that can uniquely identify
the transport of a pollutant plume.  Although the measured tracer concentrations result from both
transport and dispersion processes, we can quantitatively describe and determine the wind fields that
are able to reproduce the main transport of tracers.  It should be emphasized that, in the case of
available tracer measurements, this method could be used as a complementary method to the usual
qualitative evaluation related to known local circulations and comparison with available
meteorological measurements.

2. “Tracer potential” - a method of evaluating predicted wind fields using a cost function

We assume that the atmospheric transport by given wind fields is represented by means of
resolved scale trajectories.  As a first and obvious step in comparing the wind fields predicted by
different atmospheric models, some parameters can be calculated describing the separation between
every trajectory segment--as predicted by different models or determined from a measurement
network--and a location of maximum measured tracer concentration.  This simple approach requires
only one location where the maximum concentration is measured.  In many cases, however, high
concentrations are also measured at other locations; but this spatial information is ignored by using
a calculation of the minimum distance between the trajectory and the location with maximum
concentration.  In addition, this method does not take into account the magnitude of the measured
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TP(x,y,z) ' j n
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a c tr
i (xi,yi,zi)

ri[(x,y,z),(xi,yi,zi)] % r0
(1)

concentrations.  Consequently, the same minimum distances have a different significance when the
magnitude of the measured concentrations varies.  This analysis led us to develop an approach to
comprehensive model evaluation using a cost function.  In a spatially variable field of tracer
concentrations, it is important how close the predicted plume trajectories are in relation to high
concentrations.  Therefore, both the minimum distance and magnitude of the measured
concentrations are important in evaluation of the predicted wind fields.  The cost function approach
indicates greater success when the trajectory segment is closer to high concentrations.  The total
value of the cost function at every point during a period of tracer sampling is defined as a
superposition of cost functions at that point with respect to all receptors in the domain.  Since the
cost function resembles an expression for a physical potential, it has been named the “tracer
potential” function.  Preliminary results of using the tracer potential method in evaluating
atmospheric models were reported by Koracin et al. (1998a, 1998b).  The total value of the “tracer
potential” (TP) function is:

where a is a constant, ci
tr(xi,yi,zi) is the tracer concentration at a receptor i, n is the number of

receptors, ri [(x,y,z),(xi,yi,zi)] is the separation between the end of the trajectory segment (x,y,z) and
the particular receptor (xi,yi,zi), and r0 is the constant providing a convergent solution when the
trajectory passes over the receptor.  Since the structure of the cost function is arbitrary, we have
selected constants a and r0 to be unity and have chosen femtoliters per liter [fl@l-1] for tracer
concentration and kilometers for distance.  According to the present definition, TP is a function of
spatial position.  However, the spatial structure of the TP is constant during the interval of tracer
sampling (in our case, a daily interval).   A reference TP (TP0) can be defined at the source position;
TP0 is constant for the entire sampling period.  A change of position along each trajectory will lead
to increased or decreased TP.  Increased TP indicates that the trajectory is approaching the field of
high concentrations and, therefore, performing successfully.  While leaving the area of maximum
tracer concentrations, TP will decrease and asymptotically approach zero as the distance from
receptors becomes larger.  Cases with relatively weak concentrations overall will be indicated by a
low TP0 value.  In summary, if the trajectory passes through an area of large potential, the result
represents close agreement of the trajectory and the actual tracer plume.  This method is applicable
to different numbers of receptors which is important since the number of receptors with available
measurements may vary from day to day, as was the case with our sample data.  An increasing ratio
between TP and TP0 indicates that the computed trajectories starting from the source are generally
approaching higher concentrations.  If the ratio decreases, the trajectories are generally not entering
the region of high concentrations.

According to Eq. (1) the TP function is generally three dimensional.  In this study, we present
a two-dimensional version applied to characteristic levels relevant to surface and elevated transport.
In the two-dimensional case, the tracer potential function is:
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All parameters are the same as in Eq. (1), except that the TP function is calculated at selected vertical
planes.  Besides the simplicity of a method illustration, we chose to apply the two-dimensional
version due to nonavailability of the vertical velocity in some of the wind fields as well as general
inaccuracy of the diagnosed and predicted vertical velocity in most of the wind fields.

3. Hypothetical example A - effects of wind direction on reproducing tracer transport

An idealized schematic of the trajectory performance is shown in Fig. 1.  Two receptors with
high concentrations are indicated in the upper part and two receptors with low concentrations in the
lower part of the figure.  The success of the simulated or measured and interpolated wind fields will
be determined by whether the fields approach receptors with high concentrations in contrast to the
receptors with low concentrations.  At initiation, all trajectories start from the source.  Therefore, the
distances to all receptors at the initial time are the same for all trajectories.  Since tracer
concentrations are daily averages, the initial TP0 is the same for all trajectories for a given day.  If
after one time interval the trajectory ends in point A, the new TP will be larger than TP0 since the
distances to receptors with high concentrations become shorter.  In contrast, if the trajectory segment
after one time interval ends in point B, the new TP will decrease; and this trajectory (Tr2) will less
successfully represent actual wind fields that transported and dispersed tracers than the trajectory
(Tr1).

Our basic motivation to develop a new method of evaluating wind fields is illustrated by Fig.
1.  Most of the model evaluation schemes would apply a dispersion model to these wind fields and
compare dispersion estimates with measured concentrations.  Suppose that the same dispersion
model is applied to each of these wind fields.  Obviously, if the dispersion model is accurately
representing reality and the wind fields are accurate, we would expect good agreement between the
model and measurements.  However, even if the wind fields are correct, the dispersion model can
underestimate or overestimate diffusion, and consequently poorly correlate with measured
concentrations at point A.  Also, if the model realistically represents diffusion but the wind fields
are heading to point B, the agreement will be poor.  In all of these cases, it will be unclear whether
the problem lies within the dispersion model or estimated wind fields.  Moreover, if the wind fields
are heading to point B and the dispersion model grossly overestimates dispersion, one might end up
with perfect agreement at point A as a result of inaccurate wind fields and wrongly estimated
dispersion.  As mentioned in the introduction, the problem of evaluating integrated atmospheric and
dispersion models has been recognized by Hanna (1994), among others.  Hanna indicated that the
detailed analysis of model structure and used parameterizatons should be the main component in
evaluating dispersion model results.

The simplest way of evaluating wind fields is to compare simulated wind parameters with
measured ones at available locations.  Even with a favorable single-point comparison between the
simulated and measured winds at the source and at points A and B, there is no certainty that the
transport from the source to either point A or B in complex terrain is well represented by the
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simulated wind fields.  Tracer experiments with a sufficiently dense network of receptors offer a
unique opportunity to detect the occurred transport in most atmospheric conditions.  Although a
measured tracer concentration is an effect of transport and dispersion, in most of the cases the
locations of areas of highest concentrations with respect to the source are evidence of  the necessary
direction of transport that wind fields need to closely represent.  The present method uses all
available measured tracer concentrations to credit wind fields that are able to approach areas of high
concentrations and discredit wind fields that are not entering the areas of high concentrations.  The
method does not attempt to judge the ability of wind fields for favorable dispersion estimates and
agreement with measurements.  This means that the method will not judge whether Tr1 in our
example (Fig. 1) is more successful in representing tracer transport than Tr3, but that Tr1 and Tr3 are
more successful than Tr2 in representing transport of tracers.  The method provides a quantitative
measure of success of every tested wind field in representing tracer transport.  It should be mainly
use to rank the success of different wind fields in representing tracer transport and as a screening
method prior to using dispersion models.  Consequently, the method can prevent unnecessary
changes in dispersion schemes due to inaccurate wind fields.  In addition, the most successful wind
fields will represent a solid base for necessary improvement of dispersion models.

Since the trajectory can be associated with regions of potential larger than the reference
potential (positive performance) as well as with regions of potential smaller than the reference
potential (negative performance), we can estimate overall success by integrating the area under the
curve of time variation of the potential.  The net effect for each trajectory will be the difference
between the positive and negative area.  Figure 2 illustrates the basic principle of this method.  The
figure shows the trajectory approaching locations of high concentration during the first two hours
and leaving the locations of high concentration during the next three hours.  In addition to the net-
area effect, the magnitude of the positive area under the TP curve can also be considered a measure
of success.  In the case of fewer tracer receptors at long distances from the source, test information
for tracer potential is reduced.  Consequently, the positive area within close range of the source is
then the most appropriate test information for evaluation of different wind fields relevant to tracer
transport.

Initial TP (TP0) represents a baseline for determining successful behavior of the predicted and
interpolated trajectories.  However, TP0  provides only a relative measure among different wind
fields.  In order to approximate an absolute measure, we developed a procedure for creating a
trajectory which will have a large potential for a given TP field. This procedure is described in
section 9a.

4. Hypothetical example B - effects of spatial discretization and magnitude of wind speed
on the calculation of the tracer potential

Since the TP function is nonlinear, it is essential to investigate the discretization necessary
to fully resolve its spatial properties.  The discretization is also related to wind speed since the
trajectory parcels with different wind speeds will pass different distances for the same time interval.
Let us consider a simple, one-dimensional domain of 100 km with a source at origin and a receptor
at a distance of 50 km in the positive X direction.  A tracer concentration of 10 fl@l-1 is assumed at
the receptor.  Figure 3 shows that the nonlinear tracer potential function can be resolved using small
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spatial intervals of 1 km or less.  If the calculation is performed at every 10 km, however, the
integrated area will be overestimated.  In the case of a spatial increment of 30 km, the integrated area
will be underestimated.  In summary, for a given cost function, the discretization interval for
calculation of the tracer potential has to be sufficiently small to resolve the shape of the nonlinear
TP function.  Figure 4 shows a dependence of calculated net tracer potential area (TPA) on wind
speed magnitude.  If tracer potential is calculated only at the end of the time interval (e.g., hourly),
the tracer potential function will not be properly resolved, resulting in an erroneous estimate of the
net tracer potential area.  Moreover, this error will be magnified for higher wind speeds, since the
spatial discretization will be wider for the same time interval.  If the time interval for calculation
frequency is reduced (e.g., to approximately 0.01 hr), the erroneous component becomes negligible
for the entire interval of wind speeds.

5. Assumptions and uncertainties of the tracer potential method

The TP method assumes that the success of a wind field in representing tracer transport is
directly proportional to the magnitude of each tracer concentration and inversely proportional to the
distance from the segment of the wind field trajectory to a receptor location.  This choice is built into
the cost function as a measure of success. The cost function is calculated for each trajectory segment
as the superposition of every tracer concentration and the distance from each receptor to that
segment.  Although we base our analysis on the 1/r dependence of the cost function, test results with
a cost function with 1//r dependence are discussed in section 9e.  As could be expected, the TP
curve exhibited sharper peaks and faster decay around receptors for the exponent greater than one
and the opposite behavior for the exponent less than one.  In spite of relatively small differences in
success between the results from two different formulations of the cost function, the ranking of the
success among the wind fields remained the same.

A representation of the atmospheric transport by a given wind field is necessary to calculate
the TP function.  We have chosen the commonly used spatial trajectories constructed from the
gridded wind field data and model results.  A better representation of the atmospheric transport in
complex terrain, including sub-grid scale effects, would improve the method results.  It should be
noted that the full and unique representation of sub-grid wind field transport still remains an
unresolved issue.  

The basic test information for the TP method is measured tracer concentration at all available
receptors.  The resolution of the tracer measuring stations and wind fields should be determined by
the complexity of the terrain.  In addition, the placement of the stations must be able to cover the
main transport patterns.  It is well known that the transport and dispersion of atmospheric pollutants
and tracers in developed topography frequently has a complex structure.  Complexity of local
circulations, turbulence, and stability often induces substantial distortion of the plume.  The TP
method, as well as other methods of evaluating atmospheric and dispersion models, will always have
additional uncertainties since the full spatial and temporal structure of the plume in complex terrain
will never be known.  A sufficiently dense measurement network, both spatially and temporally, as
well as including continuous remote sensing of the three-dimensional plume structure, would
definitely improve a basic test of information in the future.

In general, spatially and temporally variable uncertainties in tracer measurements also
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influence the accuracy of the TP method.  The uncertainties in measuring tracer concentrations are,
however, quite small; and the tracers are assumed to be ground truth (see section 7).  It should also
be emphasized that the uncertainty is the same for all wind fields.  The TP method assumes that there
is a sufficient number of tracer receptors and that neighboring receptors have relatively small angular
differences.  Since the receptors close to the source measure generally higher concentrations than the
receptors further downwind, the contribution from near-source receptors to calculated TP will be
greater.  Section 7 discusses available receptor data, specifics of the receptors, their distances from
the source, and angular differences between neighboring receptors for each day of the field program.
The most appropriate set of days for calculating tracer potential is also suggested.  Trajectories start
seven hours prior to the beginning of sampling in order to be able to reach receptors at the start of
sampling.  They are also discontinued before the sampling ends to account for the distance from the
source to the nearest receptor.  The average measured wind speed (wind profiler and surface station
at the source) is used to determine the stop time.  Calculation results of the maximum tracer potential
curve for points within the entire domain depend on the wind speed measured at the surface station
and wind profiler at the source.

In the case of two wind fields with the same directional success (same wind direction), the
TP method favors the wind field with lower wind speeds.  In other words, a longer residence time
for the plume is preferred.   This can be explained by the fact that, at the same distance from the
source and assuming a constant emission rate, the wind field with low wind speeds will transport a
larger mass of pollutants compared to the wind field with higher wind speeds.  Considering the
principle of conservation of mass of pollutants, this is a valid assumption.  However, emphasis on
wind fields with low wind speed could have a secondary effect on the TP results compared with a
directional effect.  In the case that a model significantly underestimates wind speed during the
considered period, additional uncertainty can lead to the overestimation of success.   The primary
objective of the method is to quantitatively credit wind fields that are approaching areas with high
tracer concentrations in contrast to wind fields that represent transport toward areas with low tracer
concentrations.  If tracer concentrations are low in the entire domain, this type of analysis becomes
less suitable for evaluation of different wind fields.  Low tracer concentrations might correspond,
for example, to strong convective mixing or elevated long-range transport.  In such cases, however,
the initial tracer potential will be small and therefore easily identified for other types of analysis.

It should be noted that in the case of multiple and minimally-separated valleys, the tracer
plume can bifurcate.  According to the TP method, some trajectories can still be successful without
being in the valley with the highest measured tracer concentrations.

As indicated in section 2, we chose to present results from the two-dimensional version of
the TP function applied to characteristic levels relevant to the surface and elevated transport of
tracers.  This version was used since the wind fields considered have differing or no treatment of
vertical velocity.  In addition, the uncertainty in diagnosing or predicting vertical velocity is generally
greater than the uncertainty in diagnosing or predicting horizontal wind components.  We also
present a method of improving the limitations of the selection of particular vertical levels by
estimating the success based on the vertically integrated TP function.

6. Field program

An extensive field program, including meteorological and chemical measurements, was
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conducted in the southwestern U.S. in summer 1992 (Pitchford et al. 1997; Green 1998).  The main
objective of the program was to investigate and identify possible short- and long-term transport and
dispersion of atmospheric pollutants from major urban areas and industrial sources to the Grand
Canyon and its vicinity.  A meteorological network of surface and upper-air stations was established
in the region to characterize atmospheric transport.  A number of primary and secondary chemical
components were measured at most of the meteorological stations.  In addition to pollutant
measurements, intensive study periods included release of tracers. The main objectives for
conducting the tracer measurements as a part of the project Measurements Of Haze And Visibility
Experiment (MOHAVE) were to evaluate the performance of source apportionment and receptor
models, generate input data for source apportionment models, and characterize atmospheric flows
from the release sites to the monitoring locations as a function of meteorological conditions.
Perfluorocarbon tracers (PFT) that were used during the field program are inert, non-depositing, and
non-toxic chemicals.  During most of the winter and summer 1992, the ortho-
perfluorodimethylcyclohexane (hereafter oPDCH) tracer was continuously released, at a rate
proportional to power production, from the Mohave Power Project (MPP) power plant in Laughlin
(35.15E N, 114.59E W), Nevada.  Laughlin is located approximately 150 km southwest of the
western rim of the Grand Canyon.  The Mohave Power Project is a coal-fired power plant with a 150
m tall stack.  The  area is characterized by a complex topography of river and dry valleys as well as
high plateaus (Fig. 5).  The power plant is located outside the narrow part of the Colorado River
Valley, near the south entrance.   During the summer intensive study period, tracer emission was
started on 12 July and was performed continuously for the next fifty days.  In addition to sparse
routine measurements in the area, upper-air and surface meteorological measurements were also
conducted during the field program.  The upper-air measurements included wind profilers at MPP,
Truxton, Overton Beach, and Meadview, as well as airsonde measurements at Cottonwood Cove and
Dolan Springs.  These upper-air measurements provided data on the vertical structure of winds and
atmospheric stability, which were used for model initialization, nudging, and evaluation.

7. Tracer concentrations

Figure 5 shows the positions of tracer receptors relative to a source--MPP--that was
operational during the tracer experiment.  Using the Briggs formula (Briggs 1975), the estimated
mean plume rise is between 200 and 300 m; therefore, the effective plume centerline height is
approximately 350-450 m AGL.  Inert tracer (oPDCH) was injected into the plume, at a rate
proportional to power production, and transported and dispersed within the plume.  The full load of
oPDCH was approximately 40 mg s-1.  Forty-five percent of the oPDCH consisted of an isomer
ortho-cis PDCH (hereafter ocPDCH).  According to the Project MOHAVE database, the average
uncertainty in tracer measurements is only 7%.  Taking into consideration the uncertainty in
background concentrations as well as tracer measurements with respect to the average values, we
used a more conservative average uncertainty of 15% (see below for further explanation).  It should
be noted that this uncertainty is less for the receptors closer to the source. These receptors in the
proximity of the source have higher average concentrations and provide a stronger “signal” for the
TP calculation.  According to the results of the background study (Green 1998), ambient background
concentration of ocPDCH for the period prior to the tracer experiment was 0.52 [fl@l-1] with an
uncertainty of ±0.052 [fl@l-1].  Green (1998) also reported an uncertainty of ±0.06 [fl@l-1] in
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measurements of tracer concentration.  Details on tracer measurements can be found in Pitchford et
al. (1997); Green (1998); and Kuhns et al. (1998).  Table 1 lists available receptor sites and their
geographical position.  The specifics of tracer receptor position, data availability, and the basic
statistics of measured concentrations are shown in Tab. 2.  The table shows the uncertainty reported
in the MOHAVE database  (U1).  The second uncertainty (U2) is the ratio between the sum of the
uncertainty in the background concentrations and tracer concentrations during the experiment, and
the total measured tracer concentrations.   The position of all considered receptors within the octants
centered at the tracer release source (MPP) is shown in Fig. 6.

Hanna (1994) reviewed studies focused on evaluation of calculated mesoscale and regional-
scale trajectories.  Most of the studies used either tetroon or tracer measurements to obtain most
probable observed trajectories.  Hanna concluded that the root-mean-square angular differences
among regional observed and calculated trajectories are approximately 20E or larger, and that the
root-mean-square differences in distances among the endpoints of observed and calculated
trajectories are approximately 100-200 km or larger after one day of travel.  Prior to applying the TP
method to data and model results from the intensive summer study period, the directional coverage
of tracer receptors for each day needs to be examined.  Directional coverage is represented by all
azimuthal receptor positions with respect to origin at the source.  We assume that there is adequate
coverage when a) there is at least one operating receptor in each octant, and b) the average angular
difference with respect to the source position between the nearest neighboring receptors that were
operational is less than 20E.  Twenty degrees is approximately half the width of each directional
sector.

For each day of the field program, the measure of angular coverage of tracer receptors around
a source can be defined as the average difference in angular position between the nearest neighboring
receptors that were operational that day.  A larger angular coverage is associated with smaller mean
angular difference.  Reliability of the TP method is greater for a larger number of operational
receptors as well as for a larger angular coverage of the receptor positions.  When concentrations at
receptors are relatively high, a significant amount of test information will be available for the TP
method.  This test information can be characterized with an initial TP (TP0).  The combination of
the number of operational receptors, mean differences in angular position between neighboring
receptors, and TP0 will determine the appropriateness of using the results from the TP calculation
for each day.  Table 2 also indicates some of the effects of common summertime meteorology in this
area on the field of average concentrations.  Due to dominant flows from the southwest during the
summer, most of the tracers were transported and dispersed to the northeast. This is also evident in
Fig. 7 which shows spatial contours of tracer concentrations averaged for the entire period.

For each day of the considered period, Tab. 3 lists the TP0, the number of operating receptors
in each octant, mean differences in angular position between neighboring receptors, and a flag
indicating whether spatial coverage was sufficient with respect to octants.  During 40 of 51 days, at
least one receptor was in operation in each octant.  Mean daily angular separations ranged from 16
to 60E.  Days with complete directional coverage were selected and then restricted to cases with
mean angular separation of 20E or less.  This resulted in a final selection of 38 days with full
directional coverage and, at the same time, sufficiently small mean angular separation of receptors.
A “plus” sign in Tab. 3 indicates these selected days.  From 8 through 13 August, at least two
receptors were available in each octant; and the mean angular separation among receptors was 16E.
Consequently, this interval was the best period for application of the TP method.  Since several
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model simulations were also performed for this period, the interval includes the largest number of
wind fields available for the TP analysis. 

8. Wind fields

Five sets of wind fields characterized by varying complexity of atmospheric information were
used for the study: 

! Wind profiler data (WP wind fields)
These wind fields were obtained by interpolation and extrapolation of data measured by

wind profilers at Mohave Power Project, Meadview, Overton Beach, and Truxton.  The profilers
were located within a range of 150-200 km around the source (Rodger Ames 1997, personal
communication).  The measurement data were interpolated and extrapolated for a 300 km by 300
km  domain with a resolution of 3 km between grid points.  For this analysis, we used available data
at 400 m AGL.  
! CALMET simulation results (CALMET wind fields)

The second set was derived by Vimont (1997) from the diagnostic atmospheric model
CALMET (Scire et al. 1995).  CALMET diagnoses gridded wind fields, mixing depth, atmospheric
stability classes, some parameters of turbulence transfer, and precipitation.  The model uses
observations from surface and upper-air weather stations as input.  Performance of the model can
be enhanced by incorporating data from additional surface, upper-air, and remote sensing
measurements.  Vimont (1997) performed CALMET simulations for the period of the tracer
experiment described in sections 6 and 7.  In addition to input data from standard meteorological
sources, he used data from wind profilers located at the source (MPP), Meadview (MEAD), and
Truxton (TRUX).  The model domain encompassed 300 km in the west-east direction and 400 km
in the south-north direction with a spatial resolution of 5 km. The model grid consisted of 12 vertical
levels from the surface to 3 km AGL.  For this study, the wind fields at 20, 200, and 500 m AGL
were available for analysis.
! Idealized numerical simulations (EK wind fields)

These wind fields were obtained from the idealized simulations of atmospheric processes in
the Colorado River Valley area using a higher-order turbulence closure model (Enger et al. 1993,
Koracin and Enger 1994).  The model grid covered 300 km by 360 km  with 61 × 41 points.  The grid
extended telescopically with the highest resolution of 700 m in the center of the domain along the
Colorado River Valley.  There were 16 vertical points in the simulation from the surface to 7 km
AGL.  Average afternoon thermal profiles were used as input for all simulations.  Instead of day by
day simulations, a sequence of simulations was performed with all possible combinations of
geostrophic wind speed (three values) and direction (every 10E, i.e., 36 classes).  For every hour of
the field program, data from the wind profilers at MPP and MEAD were compared with the model
results from the same locations.  The three-dimensional modeled wind fields that compared most
favorably with the wind profiler data were then used as the best dynamical fields for that hour.  The
sequence of these hourly predicted wind fields was the basis for calculation of hourly trajectories
from the source.  Notice that the EK wind fields are different from the wind fields obtained by Enger
et al. (1993) and Koracin and Enger (1994).  They simulated case studies in June 1986 and used
measured profiles from the airsonde measurements as input for the model.  These two studies
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included detailed comparison of the model results with measurements.  The EK wind fields were
obtained as simplifications of these simulations for average thermal profiles measured in June and
July 1986 with a constant geostrophic wind for each day as described above.
! Numerical simulations using Mesoscale Model 5 (MM5) (MM5 wind fields)

The MM5 model was developed by the National Center for Atmospheric Research and
Pennsylvania State University (Grell et al. 1995).  Since the late 1970s, this model has been used in
many studies of regional and mesoscale weather phenomena.  Mesoscale Model 5 preprocessing
includes an advanced objective analysis of the synoptic data from the global network and provides
detailed initial and boundary conditions for simulations.  We used a nonhydrostatic version of MM5
with a 3 km resolution.  The model domain consisted of 91 x 124 horizontal grid points and 35
vertical levels.  The grid was centered at 35.7E N and 114.0E W.  In order to include more upper-air
measurements in the initialization process, we used an expanded grid of 60 km beyond the boundary
of the model grid.  Due to high horizontal and vertical resolution as well as a large number of grid
points, the model required significant computational effort.  Because of this limitation, we simulated
atmospheric processes in a specific domain by using the MM5 model for a selected episode from 7
through 14 August 1992.
! Numerical simulations using the Higher Order Turbulence Model for Atmospheric

Circulation (HOTMAC) (HOTMAC wind fields)
HOTMAC is a higher-order closure mesoscale and regional scale model that has been used

in a variety of atmospheric and dispersion studies.  The basic structure of the model algorithm was
described by Yamada and Bunker (1988, 1989), and a comprehensive model evaluation was
provided by Yamada and Henmi (1994).  Lu and Yamada (1998) performed a numerical simulation
for the Colorado River Valley area using the HOTMAC model for the period 6 to 16 August 1992.
The model grid consisted of 93 x 64 horizontal grid points and 26 vertical grid points. Since the
horizontal resolution was 4 km, the model domain covered an area of 372 km in the east-west
direction and 256 km in the north-south direction. Upper-air observations from Cottonwood Cove,
Dolan Springs, and Page as well as wind profiler data from Meadview, MPP, and Truxton were used
for model nudging.  The simulation covers a time period from 0400 LST on 5 August through 1000
LST on 17 August 1992.

9. Intercomparison among wind fields using the TP method

The TP method was applied to the wind fields described in the previous section for the time
period covered by the tracer experiment.  Details of the calculation procedure are given below. 

a. Description of the calculation algorithm

The procedure used to calculate tracer potential for wind fields used in the present study is
described in this section.  The method requires certain conditions to be applicable to the data for
proper evaluation of the wind fields:

! Discretization interval must be sufficiently small.
! Calculations should be made on the same domain for all wind fields.
! Calculation periods must be the same for all wind fields.
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In the present study, the wind fields used were generated by different models which used
different domains. Therefore, our calculation was made on a common domain, which was formed
from the intersection of the individual model domains.  This common domain was a 240 km square,
with the southwest corner located at 34.7115EN, -115.4768EW.

Since the sampling period for tracers was 24 hours, from 0700 LST to 0700 LST the next
day, a 28-hour calculation period was used in the present study, starting at midnight local time and
ending at 0400 LST the next day.  This three-hour difference between the end of the study period and
the end of the sampling period allowed for the fact that the last trajectory created needs some time
to reach the receptor nearest to the source, and so must start some time earlier than the end of the
calculation period.

The first step in calculating tracer potentials is to generate a set of trajectories using different
wind fields.  Beginning at 0000 LST, a trajectory was generated at each hour.  This trajectory
propagated according to the wind fields until it either left the domain or the study period ended.
Twenty eight trajectories were generated for each day.  Since winds are highly spatially and
temporally variable in complex terrain, it is valuable to estimate the level of that variability within
each grid cell through which a trajectory is passing.  Confidence in the estimation of the trajectory
increases as variability decreases.  One of the possible measures of variability (var) is the standard
deviation of the wind component as normalized by the mean value within the grid points that are
bordering the grid cell (John Irwin 1998, personal communication):

A low value of var for a given wind field does not necessarily mean that the wind field is
performing  well.  A large var can be realistic due to the complexity of the airflows in complex
terrain.  In such a case, however, the large var means that there could be more uncertainty in the
calculation of trajectories.  As can be expected, the variability is greatest near the surface; for wind
fields with equidistant horizontal resolution (CALMET, HOTMAC, and MM5), var ranges from 30
to 48%.  The variability at 1500 m is much less, ranging from 3 to 29%.

From the set of trajectories described above and the measured tracer concentrations at a series
of measuring stations, a set of tracer potential curves was generated.  We used a suitably small time
interval of 60 seconds to calculate tracer potential along each trajectory, obtaining a tracer potential
curve for each.  Integrated tracer potential area was then calculated as the area between the tracer
potential curve and the reference tracer potential line (TP0), using the same integration time step.
Finally, the area under all 28 potential curves was summed and the average over the total number
of hours taken.

In order to obtain a reference value to scale all TP areas for different wind fields, we
constructed a trajectory having a "maximum" tracer potential.  Note that since we had only limited
knowledge of actual winds, this trajectory could only be roughly estimated.  This procedure enabled
us to compare TPs from different wind fields that were scaled by the maximum potential as well as
to determine the fractional success of each wind field with respect to an estimated maximum.  At
each hour of the study period, wind profiler data of wind speed and wind direction at the source were
used.  Then, using a suitably small time step of 60 seconds, a hypothetical line was constructed from
the source propagating to points at a 1E interval along an arc of 140E centered on the wind profiler
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direction.  The point with the largest potential was selected as the new current position and the
process repeated for the full hour, at which time a new value for wind speed and direction was taken.

The restriction to an arc around the wind profiler direction was a compromise between two
conflicting factors.  The measured value, of course, is accurate only where and when it is measured.
Therefore, as the line propagates further from the starting point, the direction is less likely to
correspond to the actual wind direction.  If the algorithm is allowed to ignore wind direction entirely
and search for a maximum around an arc greater than 180E, however, the generated line seeks the
nearest point of high concentration, then oscillates around that point.

b. Success of wind fields as inferred from the net tracer potential area

This method is mainly appropriate for cases with sufficient spatial coverage of near and far
receptors around the source.

A time series of the initial TP (TP0) is shown in Fig. 8.  Initial TP was low during the first
part of the study period (Julian days 195-214) as well as at the end of the period (Julian days 229-238
and 240-244).  A time series of the net area under the TP curve, as estimated for all considered wind
fields is shown in Fig. 9.  For the days with insufficient receptor coverage of octants, the line is
shown without symbols.  Tracer potential was calculated as the average of the net tracer potential
area of all individual trajectories for a particular sampling day.

There is general agreement among the TP values calculated from different wind fields.
Periods with increased TP as captured by more than one set of wind fields occurred in the second
part of the period.  In these cases, the wind fields were generally able to approach high measured
concentrations.  In contrast, there were periods when most of the wind fields were not able to create
positive net-area potential (e.g., Julian day 219).  These periods were usually associated with variable
weather phenomena that could not be resolved either by the models or relatively coarse
measurements.  In some instances, a large TP corresponds to a situation in which high tracer
concentrations were measured near the source, causing TP to decrease toward negative values
relatively soon after leaving the near-source area.

It is interesting to note that in some cases increased tracer potential did not necessarily
represent significant success since the maximum potential could be much larger than the potential
associated with modeled wind fields (e.g.,  Julian days 226 and 227).  In some other cases, when the
maximum TP is small, wind fields can be regarded as successful even though the magnitude of the
TP is relatively small.  In addition, actual plume centerline might have been significantly different
than the assumed value (350-450 m AGL).  The “absolute” success (san) in this case is defined as:

where TPnet is the net tracer potential area, and TPmaxn is the maximum net tracer potential area.
Points where the formula yields a negative value are considered zeroes.

An analysis of the wind field success rates for the most probable plume effective height
indicated that the inferred success varied considerably from day to day for all the wind fields.
CALMET generally had the greatest success; the formula yielded only positive values for TP area
during the entire period.  During 23 out of 40 days, CALMET had success rates greater than 10%,
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with a maximum of 22%.  EK had relatively low success, and negative TP area on 11 of 51 days.
Maximum success was 12%.  HOTMAC showed a negative TP area on two out of ten days.  The
maximum success was 17%; and during a four-day period, the maximum was greater than 10%.
MM5 showed a negative TP area only on one day and on two of eight days had success greater than
10%.  The WP fields had the largest maximum (37%), but with variable daily success and negative
TP area on eight out of thirty-nine days.

c. Success of wind fields as inferred from the positive tracer potential area

This method is mainly appropriate in cases when the emphasis is on the performance of the
near-source receptors.

A positive area under the TP curve was a better indicator of success when the maximum
tracer concentrations were measured near the source and the negative area was created soon after
leaving the high tracer concentrations.  The success in this case (sap) is defined as:

where TPpos is the positive tracer potential area, and TPmaxp is the maximum positive tracer potential
area.

Figure 10 shows a time series of the positive tracer potential area at the most probable
effective plume height for July and August 1992.  Both Figs. 9 and 10 indicate several important
features.  None of the wind fields show superior performance for the entire period.  According to the
present method, interpolated and extrapolated data from wind profiler measurements (WP) showed
the greatest success only in certain episodes (Julian days 205-207 and 226-232) and could not
represent the most probable tracer transport during Julian days 208-209, 214-215, and 223-225.
Numerical modeling (EK) using only summer average thermal profiles as well as temporarily and
spatially constant geostrophic wind during each day provided quite reasonable success, mainly
during Julian days 215-225.  The diagnostic model using wind profiler data (CALMET) provided
very good results during  the considered period and generally represented an improvement compared
to the use of  measurements only (WP).  Average success for all wind fields was from 6 to 12%, and
the median was from 4 to 12%.  Wind fields derived from the CALMET model had a significant
number of days with success rates between 10 and 22% and a relatively high mean success rate.
Idealized numerical simulation (EK) wind fields had success rates between 0 and 23% with a
relatively low average value.  For the limited available period of 10 days, HOTMAC showed daily
success rates ranging from 0.3 to 17%.  For the eight available days, the MM5 success rate ranged
from 4 to 20%.  The wind profiler fields showed quite variable success rates, ranging from 0 to 37%
during the available period.  Although the maximum is quite high, the average success of the WP
fields is lower than that obtained from the CALMET, HOTMAC, and MM5 models.  Incorporation
of measurements into a diagnostic model (CALMET) appears to significantly improve the success
rates.  HOTMAC wind fields nudged with measurements yielded success rates similar to MM5
without any additional nudging.
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d. Success of wind fields as inferred from the vertically-integrated positive tracer potential area

This method can be used when wind fields are diagnosed or predicted at vertical levels
representative of near-surface and elevated transport.

A significant portion of the plume could have remained near the ground and been transported
toward receptors by near-surface winds.  Since near-surface winds are highly variable in complex
terrain, it is useful to calculate the TP for predicted or estimated winds from the surface to the
assumed average plume effective height. The information on winds at various levels was available
from CALMET, EK, HOTMAC, and MM5 wind fields.

Since there is no certainty that the wind fields need to maximize TP for all levels, the height-
integrated value of the positive TP area might be calculated.  The integrated value of the positive TP
area for at least several vertical levels will represent the overall success of a particular wind field.
This could be another measure of success in addition to the basic approach we have suggested
involving calculation of TP for the most probable effective plume height.  In this case, the success
(sai) is defined as:

where TPint is the vertically-integrated positive tracer potential area, and TPmaxi is the maximum
vertically-integrated positive tracer potential area.

Several vertical levels between the surface and the effective plume height are available from
CALMET, EK, HOTMAC, and MM5 wind fields.  We selected three vertical levels: a) first model
level near the surface (10-20 m AGL); b) level located approximately in the middle between the
surface and the plume effective height (approximately 150-250 m); and c) nearest level to the
effective plume height (350-450 m AGL).  Maximum TP was calculated for each level.  The
magnitude of the surface wind speed at the source was used for the maximum TP at the surface level,
while the wind profiler winds were used for calculation of the maximum TP at two upper levels.
Since the wind speeds were generally lower near the surface, the TP and maximum TP were
generally larger.  The total maximum TP was then calculated as a sum of all three maxima.  Tracer
potential for each  wind field and level was calculated in the same way as in section 9c.  The total
TP for each wind field was then calculated as the sum of all three levels.  The success of a particular
wind field is represented by the ratio of the total TP to the total maximum TP.  Figure 11 shows a
time series of the positive integrated TP, and Tab. 4 lists the corresponding percentages of success
with respect to the integrated maximum positive potential area.  Wind fields simulated by
CALMET, HOTMAC, and MM5 showed similar success, while the EK wind fields showed lower
values for four days at the end of the period.  It is important to notice that although the estimate of
success was different from that obtained by using only the most probable effective plume height, the
overall success remained quite similar.  For the limited number of available days, numerical models
nudged with some of the measurements (HOTMAC) yielded somewhat better results than the
CALMET, EK, and MM5 fields.  HOTMAC created a success rate between 4 and 28% with three
days above 20%.  Fields obtained with CALMET, EK, and MM5 showed similar success from day
to day in a range between 3 and 16%.

In order to examine the differences between the two-dimensional and three-dimensional



16

FMS '
S 1 T
S c T

representations of tracer transport, we have tested an area enclosing estimated trajectories at the
surface, source height, and the most probable effective plume height levels with respect to an area
of surface concentration greater than 0.1 fl@l-1.  The concentrations were predicted by the Lagrangian
random particle model (Koracin et al. 1998c) using the three-dimensional MM5 wind fields as input.
Following Klug et al. (1992), we compared the trajectory-enclosed area with the surface area of
simulated concentrations.  Simulated and trajectory-enclosed areas are denoted as S and T,
respectively.  The level of agreement is then defined following Klug et al. (1992) for the Figure of
Merit in Space (FMS):

where the term in the numerator is the cross section between the area of simulated concentrations
and the trajectory-enclosed area, while the term in the denominator is the union of both the area of
simulated concentrations and the trajectory-enclosed areas.  The FMS ranges from 0 (no agreement)
to 1 (perfect agreement).  We calculated the FMS for the period 6 through 9 August 1992 for three
levels.  The FMS was relatively high for this limited sample ranging from 0.38 to 0.67, 0.35 to 0.50,
and 0.32 to 0.50 for the surface, source height, and the most probable plume effective height,
respectively.  A possible reason for this relatively good comparison is that there was generally
sufficient vertical mixing and small vertical directional shear.  

e. Sensitivity of wind field success ranking on a variation of the cost function expression

Our initial choice of the inverse-distance dependence in a cost function was for both
simplicity and analogy to physical potential.  We have, however, examined other functional
relationships, one of which is the inverse square-root dependence in a cost function (Eq. 1).  This
choice widens the TP function around a receptor, creating generally larger TP along individual
trajectories, but also increases the TP.  A scatter plot of success as determined from the average
value of  the positive TP area calculated using the two functions is shown in Fig. 12.  The
consistency of the overall success ranking is quite obvious.  For most of the days available for
comparison, CALMET generally created a higher success rate for both formulations of the cost
function.  Notice that the correlation coefficient between the success obtained with CALMET and
EK is relatively high and generally the same for both formulations.  If the different formulations
would result in success on opposite sides of the 1:1 line, this type of analysis would be inconclusive.
 Figure 13 shows a ten-day time series of success for inverse linear and inverse square root
formulations.  The results were quite similar for square-root and inverse linear formulations, and the
relative distribution and success ranking were the same.  In summary, the success ranking among
different wind fields remained generally the same for different formulations of the cost function.

10. Summary and conclusions

We have developed a method that uses tracer measurements to evaluate wind fields produced
by either models or by objective analysis.  The most important use of this method is to select the
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wind fields that are best able to represent tracer transport.  The method can be used as a screening
tool to provide the most successful wind fields to dispersion modelers. This application yields a solid
base for necessary improvement of dispersion models and prevents erroneous modifications of the
models due to inaccurate wind fields.

The method uses a cost function to measure the success of the wind fields in reproducing the
transport of tracers.  The cost function can be considered to be a “tracer potential” because it is
analogous to a physical potential.  The relative success of each trajectory is proportional to the
difference between the tracer potential and a reference tracer potential. The reference tracer potential
is determined for each day by the location of the source and receptors and by the measured daily
concentrations at all receptors.  A high potential relative to the reference potential along a trajectory
indicates a good performance of the wind fields and vice versa.  The relative success of a wind field
is represented by the net, positive, and the vertically-integrated areas under the tracer potential curve.
A trajectory with a maximum tracer potential can be constructed to estimate the absolute success of
different wind fields in reproducing the transport of tracers.  The integrated area under the tracer
potential curve of this trajectory is used to normalize the positive and net areas obtained from
particular wind fields.  The tracer potential area, vertically integrated from several levels, appears
to be a good indicator of the success of a particular wind field.  The method is not very sensitive to
the exact mathematical form of the tracer potential.  For example, a tracer potential with an inverse
square-root distance dependence in the cost function yielded the same success ranking of wind fields
as a tracer potential with an inverse linear distance dependence.

We used the tracer potential method to determine to what extent and to what degree of
confidence simulated wind fields (compared to wind fields derived from measurements) can be
applied to drive the transport of atmospheric pollutants in complex terrain.  Our data was provided
by a field program that was conducted in the southwest U.S. during summer 1992.  Success, as
expressed in terms of the ratio between the calculated net-area potential and the calculated maximum
net-area potential for one week, indicated substantial variation from day to day.  According to our
tracer potential method, the daily success of the wind fields that we evaluated were quite variable,
ranging from 0 to 37%.  Average success rates (depending on the temporal length of the available
wind fields) were between 4 and 15%.  Interpolated and extrapolated data from four wind profilers
located in the field program area provided good but variable overall success in describing the
transport of tracers.  A diagnostic model which incorporated wind profiler measurements
(CALMET) was quite successful in describing the tracer transport when compared to measurements
only (WP fields) or compared to prognostic models.  Day-by-day numerical simulations with the
high-resolution mesoscale model (HOTMAC) achieved success similar to CALMET and MM5 in
its ability to represent the transport of tracers at the most probable effective plume height.  The
HOTMAC simulation, however, which was nudged by balloon and wind profiler data, was more
successful than the other wind fields in representing the vertically integrated success rate of tracer
transport.  Part of the success could be attributed to low simulated wind speeds near the surface.  In
summary, we found that simple interpolation and extrapolation of the data measured by three wind
profilers in a complex-terrain domain can only partly describe tracer transport.  Idealized and
simplified simulations can be used to describe the overall tracer transport and some of the episodes
where measurements are not available.  A diagnostic model incorporating measurements appeared
to be a very successful and computationally efficient tool for creating wind fields that produce a
reasonable approximation of tracer transport. The high-resolution prognostic models were quite
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successful in describing tracer transport but were limited to relatively short time intervals of 8 and
11 days, respectively, due to high computational demand.  Incorporation of measurements and model
nudging appeared to improve the success of the wind fields in describing tracer transport.

The tracer potential method can also be used to determine the conditions where relatively
coarse measurements can be used to successfully represent the transport of pollutants.  In some
periods, the wind fields--based on interpolation and extrapolation of measurements--appeared to be
unsuccessful in describing the transport of tracers.  This indicates that certain weather patterns in
complex terrain can be reproduced only with increased spatial resolution of measurements. The
periods when the wind fields were not able to capture some weather phenomena (and their
variability) could be used for detailed analysis leading to the refinement of existing atmospheric
models or the development of new models.  In some cases, the “unsuccessful” wind fields could be
attributed to elevated plume transport.  Time periods when most of the wind fields correlate with
increased tracer potential can be identified.  These periods can then be used for dispersion
calculations.

Our approach and this data from the 1992 field program can be used for the evaluation of
additional atmospheric models prior to applying their results to the transport and dispersion of
atmospheric pollutants because the data are publicly available.

Future work will focus on estimating three-dimensional trajectories and minimizing the
uncertainty in their calculation.  Additional remote sensing and aircraft measurements are needed
during tracer experiments to shed more light on the transport and dispersion of atmospheric
pollutants in complex terrain, as well as to further evaluate this method.
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Figure Captions

Fig. 1. Illustration of the tracer potential (TP) method for two trajectories originating from a source.
Tracer potential of Trajectory 1 is increasing along a path approaching high tracer
concentrations  (c1 and c2); TP of Trajectory 2 is decreasing along a path approaching low
tracer concentrations (c3 and c4) (see text).

Fig. 2. Illustration of the integrated net area under the TP curve as a difference between a positive
(“successful effect”) and a negative (“unsuccessful effect”) area. TP0 is a reference value.

Fig. 3. Tracer potential function versus downwind distance from the source located at origin.  A
receptor is located at 50 km from the source, and the domain extends to 100 km.  The
discretization spatial increments of resolving the function are: 1 km (dotted), 10 km (dashed),
and 30 km (solid line).

Fig. 4. Net tracer potential area estimated for the hypothetical example B (see text and Fig. 3) as a
function of the range of wind speeds.  The discretization time increments of resolving the
function are 1 (o), 0.5 (x), 0.1 (+), and 0.01 hr (*).

Fig. 5. Topography of the Colorado River Valley area centered at (35.7E N, 114.0E W) with
indicated source and receptor locations. Contour interval of the surface elevation is equal to
100 m.

Fig. 6. Position of the tracer receptors (see Tab. 2) in octants centered at the tracer release source
(MPP).

Fig. 7. Contours of the tracer concentration as averaged for the period from 5 July through 5
September 1992.  Contour interval of the tracer concentrations is 0.25 [fl@l-1], and a
background  contour interval of surface elevation is 200 m. 

Fig. 8. Time series of the initial tracer potential for the studied area in summer 1992.

Fig. 9. Time series of the net tracer potential area for all available wind fields for each day.
 
Fig. 10. Time series of the positive tracer potential area for wind fields as simulated by

CALMET, EK, and interpolated from WP data (solid lines with indicated symbols)
with estimated maximum net tracer potential area (dashed line) for each day.

Fig. 11. Time series of the vertically-integrated positive tracer potential area for all available
wind fields (solid lines with indicated symbols) with estimated maximum vertically-
integrated positive tracer potential area (dashed line) for each day.

Fig. 12 Scatter plot of the positive tracer potential area for CALMET and EK wind fields
using inverse distance cost function (o) and inverse square-root distance cost function
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(+). Correlation coefficients are 0.77 and 0.76, respectively, and the number of points
is 51 in each case.

Fig. 13 Time series of the positive tracer potential area for all available wind fields using
different cost functions: inverse distance (a) and inverse square-root distance (b).
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Table Captions

Table 1. List of tracer receptor sites and their geographical position.

Table 2. List of receptors with specifics of their distance and angular position with respect to
the tracer release source (MPP), and basic statistics of the tracer concentrations (C)
measured during the field program.

Table 3. Number of operational receptors for each octant, mean differences in their angular
position, and initial TP for each day of the field program (see text).  The flag value
of 0 means that at least one octant did not have an operational receptor; 1 means there
was at least one operational receptor in each octant; and 2 means there were two or
more operational receptors in each octant.  The days selected for analysis are
indicated in the last column.

Table 4. Daily percentages of success of each wind field in representing the tracer transport
by using the vertically-integrated positive tracer potential area with respect to a
maximum integrated positive tracer potential area (see text).
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Figure 3.  Tracer potential function versus downwind distance from the source located at

origin.  A receptor is located at 50 km from the source and the domain extends to 100 km.

The discretization spatial increments for resolving the function are: 1 (dotted), 10 (dashed),

and 30 km (solid line).
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Figure 4.  Net tracer potential area estimated for hypothetical example B (see text and

Figure 3) as a function of wind speed.  The discretization time increments are 1 (o), 0.5 (x),

0.1 (+), and 0.01 hour (*).
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Figure 5.  Topography of the Colorado River Valley area, centered at (35.7B N, 114.0B W), with source and

receptor locations indicated.  Contour interval is 100 m.



Figure 6.  Positions of tracer receptors (see Table 2) in octants centered at the tracer release source (MPP).



Figure 7.  Contour plot of tracer concentration averaged over the period 5 July to 5 September 1992.  Contour interval of

tracer concentrations is 0.25 [fl l-1], and background contour interval of surface elevation is 200 m.



Figure 8.  Time series of initial tracer potential for the studied area in summer 1992.
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Figure 9.  Time series of net tracer potential area for all wind fields for each day.
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Figure 10.  Time series of positive tracer potential area for CALMET, EK and WP wind fields

 (solid lines with indicated symbols) with estimated maximum net tracer potential area

(dashed line) for each day.
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Figure 11.  Time series of vertically-integrated positive tracer potential area for all available

wind fields (solid lines with indicated symbols) with estimated maximum vertically-integrated

positive tracer potential area (dashed line) for each day.
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Figure 12.  Scatter plot of the positive tracer potential area for CALMET and EK wind fields using

inverse distance cost function (o) and inverse square-root distance cost function (+).  Correlation

coefficients are 0.77 and 0.76, respectively, and the number of points is 51 in each case.
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Figure 13.  Time series of the positive tracer potential area for all available wind fields using

different cost functions: inverse distance (a), and inverse square-root distance (b).
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Code Name Longitude (deg.) Latitude (deg.) Elevation (m)
BAKE Baker, CA -116.066 35.2833 283
BARS Barstow, CA -114.270 33.8600 590
BRCA Bryce Canyon, UT -112.166 37.6167 2438
CAJO Cajon Pass, CA -117.400 34.3333 1076
CHLA China Lake, CA -116.930 34.4800 2283
CIBO Cibola NWR, CA -114.660 33.4100 73
COCO Cottonwood Cove, NV -114.683 35.4833 274
DECE Desert Center, CA -114.660 33.2300 270
DOSP Dolan Springs, AZ -114.283 35.5833 853
ESSE Essex,CA -114.420 34.1100 520
HOPO Hopi Point, AZ -112.150 36.0667 2164
JOTR Joshua Tree, CA -116.233 34.0500 1250
KELS Kelso, CA -114.770 34.3400 860
KING Kingman, AZ -113.700 34.7100 1040
LOME Long Mesa, AZ -112.700 36.1000 1786
LVWA Las Vegas Wash, NV -114.850 36.1167 457
MEAD Meadview, AZ -114.067 36.0222 905
MOSP Mount.Springs, NV -115.516 35.9833 1753
NEHA New Harmony, UT -113.300 37.5000 1524
OVBE Overton Beach, NV -114.366 36.4333 396
PARK Parker, AZ -114.266 34.1500 137
PEFO Pertified Forest NP, AZ -109.795 34.9139 1690
SAGO San Gorg.Wild., CA -116.913 34.1933 1710
SELI Seligman, AZ -112.483 35.2833 1661

SPMO Spirit Mount., NV -114.733 35.2500 1498
SQMO Squaw Mount., AZ -113.100 35.2167 1981
TRUX Truxton, AZ -113.563 35.4861 1350
WICK Wickenburg, AZ -112.800 33.9333 732                
YUCC Yucca, AZ -114.166 34.7500 579

Table 1.  Tracer receptor sites and their geographical locations.



Station Octant Distance from Direction Days Mean C Std. C Median C Max C Uncertainty
code MPP  (km) (deg.) operational (fl/l) (fl/l) (fl/l) (fl/l) (%)

BAKE W 134.9 277 54 0.06 0.09 0.05 0.66 11
BARS S 145.9 168 43 0.05 0.03 0.05 0.10 11
BRCA NE 350.2 38 29 0.25 0.14 0.21 0.65 7
CAJO W 272.1 251 60 0.06 0.05 0.06 0.20 11
CHLA W 226.0 251 20 0.03 0.01 0.03 0.05 11
CIBO S 193.1 182 40 0.03 0.03 0.04 0.10 6
COCO N 38.5 347 13 4.78 2.12 4.20 9.81 2
DECE S 213.1 182 52 0.07 0.04 0.06 0.17 2
DOSP NE 56.1 30 54 1.03 2.03 0.45 11.70 11
ESSE S 116.2 172 55 0.26 0.87 0.05 6.19 11
HOPO NE 243.3 65 61 0.14 0.13 0.09 0.50 9
JOTR SW 193.5 231 40 0.07 0.04 0.07 0.12 6
KELS S 91.0 190 56 0.10 0.12 0.07 0.71 5
KING E 94.5 121 29 0.17 0.22 0.09 1.15 2
LOME NE 201.2 58 16 0.20 0.25 0.10 0.70 8
LVWA N 110.5 348 53 1.32 1.12 1.24 5.77 7
MEAD NE 108.4 26 42 0.89 0.67 0.74 3.01 7
MOSP NW 125.3 318 51 0.18 0.27 0.07 1.24 2
NEHA NE 286.2 24 7 0.08 0.14 0.00 0.31 11
OVBE N 144.6 8 50 0.94 0.80 0.79 3.13 11
PARK S 114.6 165 37 0.03 0.03 0.02 0.10 11
PEFO E 437.4 93 22 0.24 0.10 0.21 0.45 11
SAGO SW 237.3 244 45 0.12 0.06 0.11 0.29 4
SELI E 192.1 85 41 0.11 0.11 0.09 0.38 3

SPMO NW 17.4 312 14 0.36 0.68 0.10 2.58 2
SQMO E 135.7 87 33 0.14 0.15 0.08 0.67 11
TRUX E 100.6 68 55 0.18 0.28 0.09 1.52 4
WICK SE 212.3 129 21 0.21 0.17 0.17 0.82 11
YUCC SE 58.6 139 51 0.22 0.61 0.08 3.19 4
Mean 39 0.42 0.39 0.32 1.94 7
Std. 16 0.90 0.55 0.80 2.93 4

Table 2.  Receptors with distance and angle from tracer release source (MPP), and basic statistics of the
tracer concentrations (C) measured during the field program.



Date Julian TP0 Total   N NE E SE S SW W NW Mean angle St.dev. FLAG Selection
day [fl/(l*km)] number [deg.] [deg.]

1 12-Jul 194 0.0040 17 2 2 2 1 5 1 3 1 21 14 1
2 13-Jul 195 0.0124 20 2 2 3 2 5 2 3 1 18 13 1 +
3 14-Jul 196 0.0259 21 2 3 3 2 5 2 3 1 17 13 1 +
4 15-Jul 197 0.0424 21 2 4 3 1 5 2 3 1 17 13 1 +
5 16-Jul 198 0.0822 21 2 4 3 2 4 2 3 1 17 13 1 +
6 17-Jul 199 0.0552 22 2 5 3 1 5 2 3 1 16 13 1 +
7 18-Jul 200 0.0449 22 2 5 3 1 5 2 3 1 16 13 1 +
8 19-Jul 201 0.0580 21 2 5 3 1 5 1 3 1 17 14 1 +
9 20-Jul 202 0.0261 22 2 5 3 2 5 1 3 1 16 13 1 +
10 21-Jul 203 0.0189 22 2 5 3 2 4 2 3 1 16 13 1 +
11 22-Jul 204 0.0163 21 2 4 3 2 4 2 3 1 17 13 1 +
12 23-Jul 205 0.0160 20 0 4 3 2 5 2 3 1 18 18 0
13 24-Jul 206 0.0339 19 2 3 4 2 3 1 3 1 19 14 1 +
14 25-Jul 207 0.0891 15 3 3 1 1 2 2 2 1 24 18 1
15 26-Jul 208 0.0354 10 2 3 1 1 1 0 2 0 36 31 0
16 27-Jul 209 0.0077 6 2 2 0 0 1 0 1 0 60 38 0
17 28-Jul 210 0.0366 7 2 3 0 0 1 0 1 0 51 41 0
18 29-Jul 211 0.0428 7 2 2 0 1 1 0 1 0 51 31 0
19 30-Jul 212 0.0309 7 2 2 0 1 1 0 1 0 51 31 0
20 31-Jul 213 0.0450 8 2 4 0 0 1 0 1 0 45 42 0
21 1-Aug 214 0.0881 15 2 5 2 1 3 0 2 0 24 22 0
22 2-Aug 215 0.3576 21 3 4 2 1 5 2 2 2 17 14 1 +
23 3-Aug 216 0.3272 21 3 4 2 1 5 2 2 2 17 14 1 +
24 4-Aug 217 0.2269 21 3 4 2 1 5 2 2 2 17 14 1 +
25 5-Aug 218 0.1585 21 3 4 2 1 5 2 2 2 17 14 1 +
26 6-Aug 219 0.3673 20 3 4 2 1 5 2 1 2 18 15 1 +
27 7-Aug 220 0.1880 21 3 4 2 1 5 2 2 2 17 14 1 +
28 8-Aug 221 0.1291 22 3 4 2 2 5 2 2 2 16 12 2 +
29 9-Aug 222 0.2056 22 3 4 2 2 5 2 2 2 16 12 2 +
30 10-Aug 223 0.2179 22 3 4 2 2 5 2 2 2 16 12 2 +
31 11-Aug 224 0.1797 22 3 4 2 2 5 2 2 2 16 12 2 +
32 12-Aug 225 0.1888 22 3 4 2 2 5 2 2 2 16 12 2 +
33 13-Aug 226 0.3585 22 3 4 2 2 5 2 2 2 16 12 2 +
34 14-Aug 227 0.2215 20 2 4 2 2 5 2 1 2 18 12 1 +
35 15-Aug 228 0.1079 21 2 3 3 2 6 2 2 1 17 13 1 +
36 16-Aug 229 0.0696 21 2 3 3 2 6 2 2 1 17 13 1 +
37 17-Aug 230 0.0605 20 2 3 3 2 6 2 2 0 18 17 0
38 18-Aug 231 0.0786 21 2 3 3 2 6 2 2 1 17 13 1 +
39 19-Aug 232 0.0584 21 2 3 3 2 6 2 2 1 17 13 1 +
40 20-Aug 233 0.0416 21 2 3 3 2 6 2 2 1 17 13 1 +
41 21-Aug 234 0.0274 18 2 3 2 2 5 1 2 1 20 15 1 +
42 22-Aug 235 0.0165 18 2 3 2 2 5 1 2 1 20 15 1 +
43 23-Aug 236 0.0464 18 2 3 2 2 5 1 2 1 20 15 1 +
44 24-Aug 237 0.0555 17 2 3 2 2 5 1 2 0 21 19 0
45 25-Aug 238 0.0377 18 1 4 2 2 5 1 2 1 20 16 1 +
46 26-Aug 239 0.1069 18 1 4 2 2 5 1 2 1 20 16 1 +
47 27-Aug 240 0.0362 18 1 4 2 2 5 1 2 1 20 16 1 +
48 28-Aug 241 0.0541 18 1 4 2 2 5 1 2 1 20 16 1 +
49 29-Aug 242 0.0304 18 1 3 3 2 5 1 2 1 20 16 1 +
50 30-Aug 243 0.0791 18 1 3 3 2 5 1 2 1 20 16 1 +
51 31-Aug 244 0.0216 17 1 3 3 2 5 1 2 0 21 20 0

Total 942 106 182 112 80 227 73 108 54 38
Percent 88 10 17 10 7 21 7 10 5

Table 3.  Number of operational receptors for each octant, mean differences in their angular positions,
and initial TP for each day of the field program.  A flag value of 0 means that at least one octant did not
have an operational receptor; 1 means there was at least one operational receptor in each octant; and 2
means there were two or more operational receptors in each octant.  The days selected for analysis are
indicated in the last column.





Date Julian day TP0 TP area max CALMET EK HOTMAC MM5
[fl/(l*km)] [(fl/l)*(hr/km)] % % % %

6-Aug 219 0.3673 38.03 5.5 6.1 4.2 4.7
7-Aug 220 0.1880 17.72 14.5 15.0 21.1 13.9
8-Aug 221 0.1291 16.16 14.4 10.6 18.3 14.7
9-Aug 222 0.2056 52.33 7.3 5.0 13.9 6.4
10-Aug 223 0.2179 42.50 7.8 6.4 9.0 8.0
11-Aug 224 0.1797 23.19 11.6 11.9 24.3 15.8
12-Aug 225 0.1888 27.77 8.9 8.0 27.9 12.9
13-Aug 226 0.3585 108.45 4.2 2.8 4.7 4.5

Table 4.  Daily percentages of success of each wind field in representing the tracer transport by

using the vertically-integrated positive tracer potential area with respect to a maximum integrated

positive tracer potential area (see text).
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1. INTRODUCTION

Project MOHAVE is a regional haze attribution study to determine impacts of the

Mohave Power Plant (MPP), a large coal-fired facility in southern Nevada, and other

large sources on visibility at Grand Canyon National Park and other national parks and

wilderness areas in the southwestern United States with federal visibility protection

(Pitchford et al., 1997).  The study is sponsored by the Environmental Protection Agency,

Southern California Edison Company, and the National Park Service.  EPRI is managing

components of the scientific work for the Project MOHAVE sponsors.  In addition, a

large number of governmental, academic, and industrial organizations have been

involved in various aspects of the study such as monitoring (including two intensive

monitoring periods from 1/15/92 to 2/14/92 in winter and from 7/12/92 to 8/31/92 in

summer), modeling, and data analysis.

Several modeling approaches have been and are being used to perform the source

attribution analysis.  These include receptor models (e.g., Ames and Malm, 1997;

Eatough et al., 1997a) and source-oriented transport/dispersion/chemistry models such as

HAZEPUFF (Latimer, 1993), VISHWA (Karamchandani et al., 1996; Venkatram et al.,

1997), and CALPUFF (Vimont, 1997).  In this report, we describe a modeling approach

that combines detailed representations of plume dynamics and plume chemistry to

determine the conversion of MPP SO2 emissions to sulfate and the contribution of MPP

sulfate to measured sulfate concentrations at a number of locations in the Grand Canyon

region.  Plume dynamics was simulated by Lu and Yamada (1998) using a primitive

equation meteorological model (Yamada and Bunker, 1988) and a state-of-the-science

puff dispersion model.  These simulations are described by Yamada (1997) in a

companion report.  Plume chemistry, which is discussed in this report, was simulated

with a reactive plume model, referred to as the Reactive and Optics Model of Emissions

(ROME) (Seigneur et al., 1997a).

ROME includes state-of-the-science formulations of the governing atmospheric

transformation processes, including gas- and aqueous-phase reactions, gas-liquid

equilibria, gas/particle equilibria, and aerosol dynamics and chemical composition

(Seigneur et al., 1997a).  The model uses a Lagrangian approach to simulate the transport
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and dispersion of the MPP plume, and simulates the gas- and aqueous-phase chemical

reactions that occur as the plume mixes with the background air (We define background

air as the air outside the plume).  Chemical concentrations in the background air were

obtained from surface and aircraft measurements during the summer intensive period of

Project MOHAVE as well as from a literature review for chemicals that were not

measured during the field study.

Information on plume dynamics (width and vertical mixing as a function of

downwind distances) and background meteorology (location, temperature, pressure,

relative humidity, cloud liquid water content) was derived along the trajectory from the

results of Lu and Yamada (1998).  As described in the companion report, Lu and Yamada

(1998) applied the three-dimensional atmospheric modeling system,

HOTMAC/RAPTAD (Higher Order Turbulence Model for Atmospheric

Circulation/Random Puff Transport and Diffusion) to simulate the wind, turbulence and

tracer gas concentrations during the summer intensive period of Project MOHAVE.

We present in this report the plume chemistry simulations that were conducted for

selected days of a 11-day period in August 1992, when transport of the MPP plume

towards the Grand Canyon was noted from tracer measurements.  We describe in Section

2 our overall approach for conducting the plume chemistry simulations.  The base case

simulations are presented in Section 3.  Section 4 presents additional studies that were

performed to examine the effect of background concentrations on the results, as well as to

examine plausible hypothetical scenarios that would increase the amount of MPP

contribution to sulfate concentrations.
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2. TECHNICAL APPROACH

2.1 Summary of Approach

As discussed in more detail in Section 2.2, SO2 oxidation rates in a power plant

plume can be significantly different from ambient background oxidation rates, because

NOx concentrations that affect oxidant levels in the plume are significantly different in

the plume and in the background.  Plume SO2 oxidation rates are strong functions of the

background chemical concentrations, plume dispersion, and interactions of the plume

with fog and clouds.  Furthermore, plume oxidation rates will vary with time because (1)

the gas-phase reaction is a function of OH concentrations that are affected by

photochemical activity, (2) the aqueous-phase reaction with H2O2 is typically oxidant-

limited in a plume and will proceed rapidly but will stop when H2O2 is exhausted, and (3)

the aqueous-phase reactions with O2 (catalyzed by Fe and Mn) and O3 are self-limiting

because their rates decrease with decreasing pH.  In addition, the aqueous-phase

conversion processes typically lead to non-linear relationships between SO2 and sulfate.

Such non-linear relationships cannot be simulated with constant conversion rates.  Thus,

it is necessary to simulate these chemical processes explicitly to properly represent the

conversion of SO2 to sulfate in the MPP plume.

The approach that we adopted here was to use a reactive plume model with a

detailed treatment of the gas-phase, particulate-phase, and droplet-phase chemical

reactions that govern the oxidation of SO2 to sulfate.  A description of the model and

previous performance evaluations of the model are provided in Sections 2.3 and 2.4,

respectively.

The model was applied for the period of August 6 to August 16, 1992.  This

period was selected by the Project MOHAVE Technical Committee because it

corresponded to a period of intensive measurements during summer (summer

meteorology was considered to be more conducive to Mohave power plant impacts in the

Grand Canyon area than winter meteorology).  The model requires meteorological and

dispersion data, as well as background chemical concentrations, along the plume

trajectory to perform the transport, dispersion and chemistry calculations.  In addition,
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emissions of SO2, NOx, tracer, and trace metals such as iron and manganese are also

required to specify the initial concentrations in the plume near the stack.  Section 2.5

provides a description of how some of the above data requirements were met.  Wherever

information needed to conduct the simulations was not available at all (either from the

databases available to us or from a review of the literature) or was available in the form

of a range, we deliberately chose conditions that would provide an estimate of the largest

reasonable MPP contribution to the sulfate concentration at the receptor.  Section 2.5

provides additional details.

2.2 Chemistry of Power Plant Plumes

The oxidation of SO2 to sulfate in a power plant plume cannot be simulated by

assuming a constant oxidation rate expressed in percent SO2 conversion per hour.  The

gas-phase oxidation will initially proceed more slowly in a power plant plume than in the

background air because the presence of high concentrations of NO and NO2 in the plume

leads to lower O3 and OH radical concentrations in the plume than in the background

(OH radicals and O3 are the oxidants that drive acid formation primarily during daytime

and nighttime, respectively).  As the plume mixes with the background air and gets

diluted, the rate of SO2 oxidation in the plume approaches that in the background.  In the

case where the background photochemistry is NOx limited, the plume SO2 oxidation rate

may temporarily exceed the background oxidation rate.  In contrast, gas-phase SO2

oxidation rates in smelter plumes are similar to background oxidation rates (e.g.,

Richards et al., 1982; Hudischewskyj and Seigneur, 1989) because NOx emissions from

smelters are minimal.

The aqueous-phase oxidation will also proceed initially more slowly in the plume

than in the background, because the primary aqueous-phase oxidant, H2O2, reacts first

with background SO2; furthermore, plume nitric acid and nitrate formation leads to lower

pH in the plume than in the background, resulting in lower aqueous-phase SO2 oxidation

rates by O3 and O2 (catalyzed by Fe and Mn).

SO2 oxidation rates derived from aircraft studies of the Navajo Generating Station

(NGS) plume (Richards et al., 1981) and the MPP plume (Hegg et al., 1985) confirm that
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plume SO2 oxidation rates are low particularly for plume ages of a few hours.  For

example, for the early morning of July 13, 1979, Richards et al. (1981) derived average

plume SO2 oxidation rates of 0.03% per hour at about 59 km downwind of NGS.

Between 59 and 89 km downwind, when the plume became diluted, they derived

oxidation rates of 0.8% per hour, resulting in an average SO2 oxidation rate of 0.36% per

hour between the stack and 89 km.  Similarly, Hegg et al. (1985) conducted multiple

airborne studies of the Mohave plume during the winters and summers in the late 1970’s

through 1980.  Because of the presence of NOx in the plume, the conversion of SO2 to

sulfate was slow, averaging 0.6% per hour.  This is an aggregate average covering winter

and summer, including monsoonal cloudy type days during the summer.

Hudischewskyj and Seigneur (1989) used a reactive plume model to perform NGS

and MPP plume simulations for the same periods as the aircraft measurements by Richards

et al. (1981) and Hegg et al. (1985), respectively.  They concluded that the background air of

the region did not provide sufficient oxidant concentrations to lead to high conversion rates

of NGS or MPP SO2 to sulfate.  Conversely, simulations of a power plant plume located in

an urban environment resulted in much larger conversion of SO2 to sulfate than in the NGS

or MPP plumes (Hudischewskyj and Seigneur, 1989).

Richards et al. (1982) conducted airborne measurements in the plumes of the San

Manuel and Douglas smelters in Arizona during September 1981.  They found SO2

conversion rates in these plumes to be comparable to background rates and about a factor

of ten larger than those in coal-fired power plant plumes in the southwestern U.S.  The

lower rates in power plant plumes as compared to smelter plumes were attributed to the

higher NOx emissions in the power plant plumes.  These findings were confirmed in

simulations performed for the San Manuel smelter by Hudischewskyj and Seigneur

(1989).

2.3 The Reactive and Optics Model of Emissions (ROME)

The Reactive and Optics Model of Emissions (ROME) is a reactive plume model

that includes state-of-the-science formulations of atmospheric chemistry, aerosol

dynamics, and plume rise and dispersion using second-order closure algorithms (Seigneur
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et al., 1997).  The model uses a Lagrangian approach to simulate the dispersion of a

plume emitted from a stack and advected by the mean wind flow, and simulates the

chemical reactions that occur as the plume mixes with the background air.  The model

consists of a two-dimensional array of contiguous cells that is perpendicular to the wind

direction.  The cells can expand horizontally according to a normal distribution for inert

species.  The vertical depths of the cells remain constant during a given simulation.

Reactive chemical species undergo chemical reactions within each cell and

diffuse between contiguous cells and between the cells and the background according to a

Fickian diffusion algorithm.  Concentrations of emitted inert species are assumed to

follow a normal distribution.  In addition, vertical diffusion and convection occur for all

species (inert and reactive) since the vertical grid structure of the model does not change

during a given simulation.  A variety of options are available to specify or calculate the

horizontal and vertical diffusion coefficients.  For example, the model includes a state-of-

the-science formulation for plume rise and dispersion using second-order closure

algorithms.  However, the plume dynamics modules of ROME were not used to specify

plume dispersion because, as described in Section 2.5, we specified the physical

characteristics of the plume using the results of Lu and Yamada (1998).

ROME also includes modules for gas- and aqueous-phase chemistries and gas-

liquid equilibria, aerosol dynamics and chemical composition, dry and wet deposition,

and atmospheric optics.  The gas-phase chemistry of VOC, NOx and photochemical

oxidants  is based on the most recent version of the Carbon Bond Mechanism IV (CBM

4.1; Gery et al., 1989 with subsequent revisions).  The gas-phase oxidation of SO2 to

sulfate is simulated using the kinetic expression of Atkinson and Lloyd (1984).

In the presence of clouds, the aqueous-phase chemistry module in ROME is

activated.  Cloud liquid water content can be prescribed either as an input or calculated

internally in the model using a cloud microphysics module.  The aqueous-phase

chemistry module includes 30 irreversible reactions, 13 ionic equilibria, and 18 gas-liquid

equilibria (Seigneur and Saxena, 1988).  The three major pathways leading to SO2

oxidation in the aqueous-phase are included in the mechanism.  These include oxidation

by H2O2, O3, and O2 (catalyzed by trace metals such as iron and manganese).  The

oxidation of SO2 by H2O2 has been shown to be very rapid (Hoffman and Calvert, 1985)
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and SO2 and H2O2 typically do not coexist in atmospheric clouds (unless SO2 is

complexed as hydroxymethanesulfonic acid by formaldehyde).  The aqueous-phase

chemical mechanism in ROME simulates this titration of SO2 with H2O2.  The oxidation

reactions of SO2 with O3 and O2 are slower and have chemical kinetics that depend on the

pH of the cloud droplets (Hoffman and Calvert, 1985; Martin, 1994).  The ROME

chemical mechanism uses the most recently available laboratory data to simulate these

reactions.

The treatment of aerosol dynamics, particulate chemical composition, and plume

optics was not used in the ROME simulations described here and, therefore, is not discussed

further.

2.4 Previous Applications and Evaluation of ROME

Since we used the results of Lu and Yamada (1998) to define the physical

characteristics of the plume, such as plume width and vertical dispersion coefficients, and

not the dispersion algorithms of ROME, we will focus most of our discussion on the

evaluation of the chemistry component of ROME.  However, since plume chemical

concentrations depend on the plume physics, it is useful to review the performance of the

plume dispersion algorithms which underlie the results of Lu and Yamada with respect to

observed plume characteristics such as plume width.  Gabruk et al. (1999) conducted an

operational evaluation of the ability of ROME to simulate several plume physical and

chemical variables, using an experimental data base that consisted of a total of 39 case

studies from four field programs (VISTTA79, VISTTA81, NYSEG, and SEAPC).  They

used three different dispersion algorithms available in ROME: 1) the Pasquill-Gifford-

Turner (PGT) empirical algorithm, 2) a first-order closure (FOC) time-averaged

algorithm, and 3) a second-order closure (SOC) algorithm for instantaneous plume

dispersion.

Gabruk et al. (1999) found that the SOC dispersion algorithm demonstrated better

performance than both the PGT and FOC algorithms in the simulation of horizontal

plume spread.  Although the correlations to the observed widths were similar for all three
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algorithms, the SOC algorithm had significantly less bias, a larger range of correlation,

and more simulated plume widths within a factor of 2 of the observed values.

Of the four field programs studied by Gabruk et al. (1999), only the New York

State Electric and Gas Corporation (NYSEG) 1993 Brown Plume Study, conducted at the

Kintigh power plant, New York, offered coordinated measurements of stack emissions

and chemical plume measurements (NO and NOx only) to correctly assess the

performance of the plume chemistry component of the model near the stack.  For the

NYSEG cases, the best performance for plume NOx concentrations, NO2/NOx ratios and

plume visibility was obtained when the SOC dispersion algorithm was used — better

correlations with measurements were noted, and more simulated values were within a

factor of two of measured values than with the PGT or FOC dispersion algorithms.

These results suggest that the near-stack plume chemistry is correctly simulated when the

physical characteristics of the plume are correctly specified.

Seigneur et al. (1999) applied ROME to determine if reductions in SO2 emissions

from specific coal-fired power plants could lead to a discernible change in the wintertime

white haze frequently observed in the Dallas-Fort Worth (DFW) urban area.  As part of

the study, the realism of the plume model simulations was tested by comparing model

calculations of plume concentrations with aircraft measurements of SF6 tracer

concentrations (for plume dispersion) and ozone concentrations (for plume chemistry).

As in the studies conducted by Gabruk et al. (1999), Seigneur et al. (1999) found

that the performance of the SOC plume dispersion algorithm was better than those of

either the PGT or FOC algorithms in explaining observed SF6 concentrations.  The SOC

algorithm was able to reproduce the observed plume dilution better than the PGT or FOC

algorithms as the plume moved as far as 75 km downwind.  Differences between the

estimated average concentrations and measured average values increased as a function of

downwind distance.  The dispersion model used by Lu and Yamada (1998) is based on a

SOC formulation.

For the evaluation of the plume chemistry module, Seigneur et al. (1999) focused

on the chemistry of the NO/NO2/O3 system because very little SO2 conversion occurred

over the distances and in the dry meteorological conditions in which aircraft

measurements of the plume were made.  They compared model calculations of the
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depletion of ozone concentrations in the plume relative to the background air

concentration with ozone concentration depletions measured by the aircraft (determined

as the difference between the maximum and minimum O3 concentrations measured

during a plume orbit).  The best results were again obtained for the SOC algorithm.

Seigneur et al. (1999) concluded that the model captured the salient features of the

NO/NO2/O3 plume chemistry, and that differences between model calculations and

measurements were primarily due to uncertainties in the plume dispersion calculations

rather than in the chemistry calculations.

In addition to the studies described above, the chemical mechanisms used in

ROME have been tested in other settings and model frameworks.  For example, the

CBM-IV mechanism is implemented in the U.S. EPA Urban Airshed Model and has been

extensively tested and reviewed.  Seigneur and Wegrecki (1990) simulated the chemistry

of stratus clouds in the Los Angeles Basin and compared calculated and measured

concentrations of sulfite ions, formaldehyde and HMSA in cloud water.  The aqueous-

phase mechanism used in their study was essentially the same as the one used in ROME.

They found that their aqueous-phase chemistry module produced results that were

consistent with observations.

2.5 Preparation of Model Inputs

The meteorological data required by ROME consist of plume wind speeds or

travel times, as well as vertical profiles of temperature, pressure, relative humidity, and

cloud liquid water content.  The dispersion data consist of plume widths and vertical

profiles of the vertical eddy diffusion coefficients along the plume trajectory.  We derived

these data from the results of Lu and Yamada (1998) who applied a three-dimensional

atmospheric modeling system consisting of a prognostic mesoscale meteorological model

(HOTMAC) and a three-dimensional Lagrangian random puff dispersion model

(RAPTAD) to simulate the wind, turbulence, and tracer gas concentrations that were

observed during the summer intensive period of Project MOHAVE.  Section 2.5.1

describes how the HOTMAC/RAPTAD outputs were adapted for our purposes.
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Details on the HOTMAC/RAPTAD modeling system can be obtained from

Yamada and Bunker (1988) and Lu and Yamada (1998).  Lu and Yamada (1998) also

conducted a performance evaluation of the modeling system using tracer concentrations

measured during Project MOHAVE.

The background chemistry data include concentrations of O3, NOx, H2O2, SO2,

VOCs, PAN, CO, NH3 and trace metals such as iron and manganese. Whenever possible,

we obtained these data from surface and aircraft measurements conducted during the

summer intensive period of Project MOHAVE.  For chemicals that were not measured

during the field study, we reviewed the literature to determine appropriate background

concentrations.  Section 2.5.2 provides a brief discussion on how background

concentrations were selected for our study.

We obtained MPP emissions of SO2, NOx, and tracer from the Project MOHAVE

database.  Emissions of trace metals such as iron and manganese (required for the

aqueous-phase chemistry calculations) were derived from the SO2 emissions and ratios of

MPP Fe and Mn to SO2 in the stack obtained from Eatough et al. (1997b).  Table 2-1

summarizes these emissions.  These emissions were converted to initial puff

concentrations for our simulations using the wind speed at the start of the simulation and

the initial width of the puff, as well as the thickness of the layer in which the puff was

released.

2.5.1 Meteorology and dispersion

ROME has the following input requirements for its transport and dispersion

calculations:

• Wind speed as a function of plume travel time at plume height.

• Plume width as a function of plume downwind distance or travel time.

• Vertical eddy diffusivity profiles as a function of plume travel time.
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Table 2-1. Emissions from the Mohave Power Plant

Chemical Species Emission Rate (g/s)

SO2 1335

NOx (as NO2) 720

Fe 2.34

Mn 0.016

OPDCH (tracer) 0.01935



Simulation of Sulfate Formation in the Mohave Power Plant Plume 2-10

In addition, the following meteorological variables are required for the calculation

of chemical kinetic rates as well as the aqueous-phase equilibrium/chemistry

computations:

• Vertical profiles of relative humidity, temperature, and pressure as a function

of plume travel time.

• Vertical profiles of cloud variables (cloud water content, rain water content,

net updraft velocities, net rainfall velocities) as a function of plume travel

time.

Most of the above input data were derived from the HOTMAC and RAPTAD

outputs of Lu and Yamada (1998), with the exception of some cloud variables such as the

net updraft velocities in clouds, or net rainfall velocities.  The latter variable was not a

critical input for our study, since there were no cases of precipitating clouds during the

period of interest.  However, cloud updraft velocities were a key input.  In keeping with

our approach of maximizing ground level concentrations, we specified updraft velocities

to be zero in our base case simulations.  Sensitivity studies conducted with non-zero

updraft velocities resulted in negligible surface concentrations of MPP sulfate.

The HOTMAC/RAPTAD outputs are available at hourly intervals.  Many

variables are provided in the HOTMAC output files.  The HOTMAC results that are

relevant for ROME consist of the following:

• gridded, two-dimensional fields of terrain elevations and surface pressure;

• gridded, three-dimensional fields of potential temperature and water vapor

mixing ratio, and vertical eddy diffusivities; and

• gridded, three-dimensional fields of cloud water and rain water mixing ratios.

The relevant hourly RAPTAD outputs are:

• puff centroid locations (x,y,z);

• puff σy; and
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• puff age counted from release time (this information serves to identify and

track the puff).

We used the following procedure to determine the required ROME input

variables.  Hourly wind speeds at puff height were calculated from the distance traveled

by the puff during each time step.  Hourly vertical profiles of temperature, relative

humidity, pressure, cloud variables, and vertical eddy diffusivities along the puff

trajectory were determined using the hourly puff location and the relevant gridded

HOTMAC fields.  The hourly plume width was defined as 4 σy since 95% of the plume

material is contained within this width.

2.5.2 Background concentrations

Many of the chemicals of interest for our simulations were measured during

Project MOHAVE.  Data are available from both aircraft measurements and a network of

surface monitors.  For the period of interest (August 6 to August 16, 1992), aircraft

sampling flights were conducted on 3 days (August 5, August 8, and August 12, 1992).

Regional as well as plume sampling was performed.  We used data from the regional

sampling to specify some of our background concentrations.  The aircraft data include

continuous real-time measurements of O3, NO, NOx and SO2.  During sampling, grab

samples were also taken and analyzed for speciated VOCs in the laboratory.

Hourly measurements of surface H2O2 concentrations were available at only one

location (Meadview) in the Grand Canyon.  A limited number of sites had hourly

observations of surface NOx and O3 concentrations.

We obtained trace metal (iron and manganese) and NH3 background

concentrations from the network of IMPROVE sites.  Most of the sites had 24-hour

sample durations beginning at 7:00 am daily.  Two locations (Hopi Point and Meadview)

had 12-hour sample durations.  We excluded sites that were in the vicinity of the power

plant, such as Dolan Springs and Cottonwood Cove, because these sites may be impacted

by the power plant plume relatively often and may not reflect background values.

Table 2-2 presents the ranges of these measured concentrations.
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Table 2-2. Range of concentrations measured during August 6 to 16, 1992 in the

Project Mohave area

Chemical Species Concentration

O3
(1, 2) 35 – 65 ppb

NOx
(1) 2 – 8 ppb

SO2
(1, 2) 0 – 3 ppb

VOC(1, 3) 24 – 110 ppbC

CO(1) 0 to 730 ppb

NH3
(2) 0 to 3 ppb

Fe(2) 6 to 211 ng/m3

Mn(2) 0 to 4 ng/m3

H2O2
(2) 0 to 4.6 ppb

(1) Regional (non-plume) aircraft measurements

(2) Regional surface measurements

(3) VOC including methane but excluding oxygenated compounds such as aldehydes
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For the base case simulations, we used the median of the range of measured

concentrations for each day of interest to specify the background values.  In addition, we

used the high and low end of the concentration ranges in additional simulations that we

performed to determine chemically-consistent background concentrations for the Grand

Canyon region that would maximize the formation of MPP sulfate.

There were no measurements of PAN and aldehydes during Project MOHAVE.

Because these species play an important role in influencing SO2 oxidation rates, it is

necessary to specify their background concentrations as accurately as possible.  We

reviewed the literature for PAN and aldehyde measurements in rural and semi-rural

regions and environments similar to the Project MOHAVE region.  We also consulted

with Dr. Daniel Grosjean, an expert in PAN and aldehyde measurements, to determine

appropriate background concentrations to use in our simulations.

Table 2-3a summarizes the range of PAN concentrations measured at a number of

locations as well as the baseline value recommended by Grosjean (1997).  Table 2-3b

provides the same information for formaldehyde and acetaldehyde concentrations.  We

used the recommended values of Grosjean (1997) for our base case simulations.
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Table 2-3a. PAN concentrations measured at a number of locations

Source Concentration Location/Period

Gaffney et al., 1993 0.03 - 0.8 ppb SW U.S.
(August 1988)

Fahey et al., 1986 0.1 - 0.8 ppb
(hourly averages of 23 days,

max. hourly = 2.3 ppb)

SW U.S.
(Summer 1984)

Spicer et al., 1983 0.5 ppb
Regional background:

0.1 - 0.3 ppb

NE U.S.
(July-August 1981)

Hartsell et al., 1994 0 - 1.2 ppb NE U.S.
(June-July 1992)

Roberts et al., 1995 0.3 - 0.8 ppb Eastern North America
(July-August 1988)

Grosjean, 1997
(Personal communication)

Baseline PAN:  0.25 ppb Value selected for
summer for Project
MOHAVE region
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Table 2-3b. Formaldehyde and acetaldehyde concentrations measured at a number of 

locations

Source Concentration Location/Period

Dawson & Farmer, 1988 HCHO:  0.25 - 1.9 ppb
< 1 ppb at 3 sites

4 sites in SW U.S.
(Summer 1980, 1981)

Altshuller, 1983 HCHO:  0.1 - 0.8 ppb SW U.S.
(July - August 1981)

Schulam et al., 1985 CH3CHO:  0.2 - 0.8 ppb NE U.S.
(August 1983)

Grosjean, 1991 CH CHO

HCHO
3 = −05 0 8. .

Southern California
(Sept. 1988 - Sept. 1989)

Tanner & Meng, 1984 CH CHO

HCHO
3 ~ .0 5

NE U.S.
(Summer 1982)

Grosjean, 1997
(Personal Communication)

Baseline HCHO:  0.5 ppb
Baseline CH3CHO:  0.25

ppb

Value selected for summer
for Project MOHAVE

region
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3. BASE CASE SIMULATIONS

For the base case simulations, we used puff trajectories arriving from MPP and

traveling in the general direction of Meadview or Hopi Point, two receptor sites of

interest in the Grand Canyon.  Meadview is located at the western boundary of Grand

Canyon National Park at about 100 km NNE of MPP, while Hopi Point is located on the

south rim of the Grand Canyon, at about 280 km NE of MPP.

During the summer period of 1992, Meadview was frequently impacted by flow

from MPP, as shown by tracer measurements (e.g., Pitchford et al., 1997; Green and

Tombach, 1997).  In particular, elevated concentrations of MPP tracer were measured at

Meadview during most of the 11 day period of August 6 to August 16, 1992.  In contrast,

tracer measurements at Hopi Point showed infrequent impact of the MPP plume.  These

observations are consistent with the puff trajectory information developed by Lu and

Yamada (1998) — approximately 50% of the puffs released in their simulation

influenced Meadview, but less than 4% influenced Hopi Point.  In our analysis, a puff is

assumed to influence a receptor if it arrives within 2σy of the receptor.

3.1 Selection of Trajectories

Lu and Yamada (1998) simulated more than 2000 puffs over a period of a little

more than 12 days (early morning of August 5, 1992 to late morning of August 17, 1992).

Over 1000 puffs influenced Meadview, and 75 puffs influenced Hopi Point.  Many of the

puff trajectories had durations of over 20 hours.  Because it was neither practical nor

necessary to simulate the chemistry of all these puffs with ROME, we selected a sample

of the trajectories for our study.  The criteria used to select puff trajectories for our

simulations are listed below.

• MPP tracer concentrations: During the period of interest (August 6 to

August 16, 1992), MPP tracer concentrations ranged from 0.11 to 5.89

femtoliters per liter (fL/L) at Meadview and 0.07 to 0.87 at Hopi Point.   We

first selected days on which high tracer concentrations were measured.
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• Presence of clouds: We attempted to select all days on which there was

extensive cloud cover and cloud bases were low for at least part of the puff

trajectories.  We used the cloud water contents provided by Lu and Yamada

(1998) to diagnose the presence and extent of clouds.  A cut-off level of 0.01

g/m3 cloud water content was used (i.e., only gas-phase chemistry was

simulated if the cloud water content was less than 0.01 g/m3).  While this level

is low (e.g., a typical value for cloud water content in a stratus cloud is 0.1

g/m3), it allowed us to maximize the possible conversion of MPP SO2 to

sulfate.  As it turned out, high cloud cover and low cloud bases were predicted

by Lu and Yamada (1998) only for the night of August 5 and morning of

August 6.  We selected all trajectories for August 5 and 6 that influenced

Meadview or Hopi Point and that had some potential for interacting with

clouds.

• Distance to receptors: We selected puffs that came closest to the two

receptors.

• Puff widths: We attempted to select puffs with a wide range (24 km to 120

km) of plume widths to allow for different dilution histories.

After the trajectories were selected, we developed the initial conditions,

background chemistry and meteorological data files required for the simulation of these

trajectories with ROME using the procedures described in Section 2.  Table 3-1

summarizes the background concentrations for the base case simulations for the 3 days

during the period when aircraft data were available.  Note that Table 3-1 shows the total

VOC concentrations in ppbC, obtained by summing the product of the concentrations of

individual VOC species in the CBM-IV mechanism, including formaldehyde and higher

aldehydes, and their carbon numbers.

We then performed the transport/chemistry calculations for these trajectories

using ROME.  The instantaneous puff concentrations estimated by ROME were

converted to 12-hour average concentrations at the receptor location.  The 12-hour

average modeled and observed tracer concentrations were compared to determine scaling

factors for the modeled 12-hour average sulfate concentrations.
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Table 3-1. Background concentrations (in ppb unless otherwise indicated) for the base

case simulations

Species August 5-7, 1992 August 8-9, 1992 August 13-16, 1992

O3 50 45 50

NO2 4 3 3

H2O2 1.34 1.34 2.3

SO2 1 1 1

VOC (ppbC) 28.4 28.9 18.9

PAN 0.25 0.25 0.25

CO 89 97 44

NH3 0.3 0.3 0.3

Fe (ng/m3) 34 34 34

Mn (ng/m3) 1 1 1
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The following section describes the trajectories selected for our base case

analysis.

3.2 Description of Trajectories

A total of 13 puff trajectories were selected to simulate the transport and

chemistry of MPP releases arriving at Meadview, and 10 trajectories were selected to

investigate MPP impacts at Hopi Point.  We found that there were no common

trajectories, i.e., puffs traveling to Meadview did not travel to Hopi Point and puffs

arriving at Hopi Point did not pass through Meadview.

The highest 12-hour average MPP tracer concentration at Meadview was

measured during the period from 7 p.m. on August 13 to 7 a.m. on August 14, 1992.

High tracer concentrations were also measured during the 12-hour periods from 7 p.m. on

August 8 to 7 a.m. on August 9 and from 7 a.m. to 7 p.m. on August 9.  We used these

three periods for the initial selection of trajectories.  In addition, as discussed in Section

3.1, low cloud bases were diagnosed on the night of August 5 and the morning of August

6.  We selected trajectories going to Meadview that interacted with clouds on these days.

Many of the 13 trajectories selected for Meadview, particularly during the latter

portion of the study period, impacted the receptor during more than one 12-hour

averaging period.  For these trajectories, we calculated concentrations for each 12-hour

period impacted, even if high tracer concentrations were not measured during the period.

Table 3-2 provides a summary of the trajectory data for trajectories going from

MPP to Meadview.  The trajectory number in the table corresponds to the puff release

number from the results of Lu and Yamada (1998), i.e., trajectory number 123

corresponds to the 123rd puff released in their simulation.  The table provides the release

time of the puff, the time at which it first impacts the receptor (i.e., arrives within a

distance of 2σy of the receptor), the residence time (i.e., the total number of hours for

which it impacts the receptor), the total travel time (i.e., the time from release to the final

time at which it impacts the receptor, which is relevant to plume chemical

transformations), the 12-hour averaging periods during which it impacts the receptor

(where the night period refers to the 12-hour period from 7 p.m. of the current day to 7
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a.m. of the next day shown in the table, and the day period refers to the 12-hour period

from 7 a.m. to 7 p.m. of the day shown in the table).  The table also provides the average

wind speed for the total duration of the trajectory and information on interaction of the

puff with clouds, and the lowest cloud base during the trajectory.

As shown in Table 3-2, trajectories 123 and 129 had some interaction with clouds.

These trajectories also had the smallest travel times and residence times of all the

trajectories simulated.  Clouds were diagnosed in Layer 1 of the model (i.e., cloud base

was zero) for part of the duration of trajectory 129.  Thus, this trajectory had the largest

potential for forming sulfate from aqueous-phase chemistry.

Trajectories 1366, 1387, and 1409 had the longest residence and travel times and

the smallest mean wind speeds.  These trajectories impacted Meadview for 3 separate 12-

hour averaging periods —the night of August 13 and the day and night of August 14.

These trajectories had negligible interaction with clouds, since there were no clouds

below 1500 m.

Table 3-3 provides a similar summary for trajectories going from MPP to Hopi

Point.  We selected 10 trajectories for the Hopi Point simulations.  None of the

trajectories going to Hopi Point had any significant interaction with clouds.

3.3 Results

Table 3-4 summarizes the base case results for Meadview.  The table shows the

model estimates of sulfate concentrations attributable to MPP that were calculated for

each 12-hour averaging period from the 13 trajectories simulated for Meadview.  The

residence time of the puffs at Meadview was taken into account in those calculations.

The puff sulfate concentration used was that at the location of Meadview.  The measured

12-hour average sulfate concentrations for each period and the relative contribution of

MPP to the measured sulfate are also provided.  In addition, an aggregate MPP sulfate to

MPP SO2 ratio at Meadview is provided — this is an approximate measure of the

conversion of MPP SO2 to sulfate.  It is an approximation because SO2 and sulfate are

deposited at different rates along the puff trajectory.
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Table 3-4. Base case results for Meadview

Date of
initial
time

12-hour
period

MPP Sulfate
(ng/m3)

Sulfate
(%)SO2

Observed
Sulfate (ng/m3)

Calculated
MPP

contribution
to observed
sulfate (%)

8/5/92 7p.m. - 7a.m. 22 1 1636 1.3

8/6/92 7a.m. - 7p.m 123 18 2673 4.6

8/6/92 7p.m. - 7a.m. 31 3 2918 1.1

8/8/92 7p.m. - 7a.m. 8 < 1 1645 < 1.0

8/9/92 7a.m. - 7p.m. 90 5 2043 4.4

8/13/92 7a.m. - 7p.m. 10 3 1347 < 1.0

8/13/92 7p.m. - 7a.m. 92 2 1791 5.1

8/14/92 7a.m. - 7p.m. 244 14 2891 8.4

8/14/92 7p.m. - 7a.m. 382 30 2037 18.8

8/15/92 7p.m. - 7a.m. 190 13 2514 7.5

8/16/92 7a.m. - 7p.m. 53 8 2427 2.2
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As shown in Table 3-4, the estimated contribution of MPP to 12-hour average

sulfate concentrations measured at Meadview ranges from less than 1% to 18.4% for the

base case simulations.  Over the entire period, the estimated average MPP contribution to

12-hour average sulfate concentrations is approximately 5%.  Modeled MPP 12-hour

average sulfate concentrations range from less than 10 ng/m3 to 382 ng/m3, with an

average value of approximately 113 ng/m3.  The MPP sulfate to MPP SO2 ratio ranges

from less than 1% to 30%.  The average ratio over the period is approximately 9%.

The highest MPP 12-hour average sulfate concentration of 374 ng/m3 is predicted

for the period from 7 p.m. August 14 to 7 a.m. August 15.  This is also the largest

contribution of MPP (18.8%) to the total sulfate concentration measured at Meadview.

As shown in Table 3-2, three puffs (1366, 1387, and 1409) impacted Meadview during

this 12-hour period.  All three puffs were released at various times on August 13 and had

long residence and transport times, allowing time for conversion of MPP SO2 to sulfate,

particularly on August 14.  As shown by the ratio of MPP sulfate to SO2 for this period in

Table 3-4, the largest conversion of MPP SO2 to sulfate is associated with these three

puffs.

The second highest MPP 12-hour average sulfate concentration at Meadview (244

ng/m3), which is also the second largest contribution of MPP (8.4%) to sulfate

concentrations at Meadview, is predicted for the period from 7 a.m. August 14 to 7 p.m.

August 14.   Most of this contribution is associated with the same puffs (1366, 1387, and

1409) that produced the highest MPP sulfate concentration on the night of August 14,

1992.

It is important to note that the highest calculated sulfate concentrations occur for

dry periods (i.e., no interaction of the plume with clouds) with low wind speeds.  The

period when the plume interacts with clouds (August 5 to 6, 1992) leads to lower sulfate

concentrations because the frequency of plume impacts at Meadview is low.

The base case results for Hopi Point are summarized in Table 3-5.  In general,

MPP sulfate concentrations are smaller at Hopi Point than at Meadview.  The estimated

MPP contribution to observed 12-hour average sulfate concentrations at Hopi Point

ranges from less than 1% to 6.4%.  The average contribution over the period is

approximately 3.5%.  Modeled 12-hour average MPP sulfate concentrations range from
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Table 3-5. Base case results for Hopi Point

Date of
initial
time

12-hour
period

MPP
Sulfate
(ng/m3)

Sulfate (%)

SO2

Observed
Sulfate (ng/m3)

MPP
Contribution

(%)

8/6/92 7p.m. - 7a.m. 2 13 1217 < 1.0

8/7/92 7a.m. - 7p.m. 17 15 1799 < 1.0

8/9/92 7a.m. - 7p.m. 96 37 1572 6.0

8/9/92 7p.m. - 7a.m. 28 39 1648 1.7

8/15/92 7p.m. - 7a.m. 64 37 1322 4.8

8/16/92 7a.m. - 7p.m. 129 29 2014 6.4
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less than 10 ng/m3 to 129 ng/m3, with an average value of 56 ng/m3, about 50% of the

average MPP sulfate at Meadview.

In contrast, the ratio of MPP sulfate to MPP SO2 at Hopi Point is generally larger

than the corresponding value for Meadview, primarily due to the larger travel times

associated with transport from MPP to Hopi Point.  The ratios range from 13% to 39%,

with an average value of 28%, about 3 times the average ratio of 9% for Meadview.

The highest MPP 12-hour average sulfate concentration of 129 ng/m3 at Hopi

Point is calculated for the period from 7 a.m. August 16 to 7 p.m. August 16.  This

concentration is about a factor of 3 lower than the highest estimated MPP 12-hour

average sulfate concentration at Meadview (382 ng/m3).  This is also the largest

contribution of MPP (6.4%) to the total 12-hour average sulfate concentration measured

at Hopi Point, less than half of the largest contribution (18.8%) at Meadview.

The second highest estimated MPP 12-hour average sulfate concentration at Hopi

Point (94 ng/m3) for the period from 7 a.m. August 9 to 7 p.m. August 9 also corresponds

to the second largest contribution of MPP (6%) to sulfate concentrations at Hopi Point.

The second highest estimated 12-hour average MPP sulfate concentration at Hopi Point is

about 60%  lower than the corresponding value at Meadview.  The second highest MPP

sulfate contribution at Hopi Point is about 33% lower than the second highest MPP

contribution at Meadview.

While the results presented above provide an estimate of the range of expected

MPP contributions for the base case conditions assumed in our study, it is of interest to

investigate the range of plausible MPP contributions for a variety of conditions.  In the

following section, we present results from additional studies including studies that were

designed to estimate the maximum contribution of MPP to sulfate concentrations in the

Grand Canyon region.
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4. ADDITIONAL STUDIES

We performed several additional calculations to examine the impact of MPP for a

number of hypothetical and/or plausible scenarios.  Some of these calculations involved

additional simulations with ROME, while others used previous simulation results to draw

inferences.  In this section, we present results from these analyses.

4.1 Effect of MPP NOx Emissions

As discussed in Section 2.2, gas-phase SO2 oxidation rates in a power plant plume

are significantly lower than background oxidation rates, particularly near the stack,

because the NOx in the plume scavenges O3 and OH radicals.  Aqueous-phase oxidation

rates may also be influenced, particularly when H2O2 concentrations are low, because the

nitric acid formed in the plume will reduce the cloud pH, thereby reducing oxidation rates

of SO2 by O3 and O2 (in the presence of trace metals such as iron and manganese).

However, the largest effects are expected to be on the gas-phase oxidation rates.

To illustrate this, Figure 4-1 shows the ratio of the plume SO2 gas-phase oxidation

rate to the ambient rate as a function of plume SO2 concentrations.  The simulation was

performed for August 6, 1992.  Near the stack, when plume SO2 concentrations (and

plume NOx concentrations) are high, the plume SO2 oxidation rates are a factor of 10

smaller than ambient oxidation rates.  Plume oxidation rates approach ambient rates as

the plume gets diluted.

To examine the effect of MPP NOx emissions on plume SO2 oxidation rates and

the formation of sulfate in the plume, we performed hypothetical studies in which MPP

NOx emissions were set to zero.  The effect of this scenario was investigated for two 12-

hour measurement periods at Meadview.  The first period corresponded to the night of

August 5, and the second period corresponded to the night of August 14.
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For the night of August 5, the increase in MPP sulfate concentrations with the

elimination of NOx in the plume is small (~10%).  As shown previously in Table 3-2,

only one trajectory was simulated for this 12-hour period.  This trajectory (trajectory 123)

was released at 10:00 p.m. on August 5 and arrived at Meadview at 6:00 a.m. on August

6.  Thus, the gas-phase conversion of SO2 for this night-time only trajectory was

negligible, and any sulfate formed in the plume came primarily from the aqueous-phase

oxidation of SO2.  Thus, the effect of MPP NOx emissions on SO2 oxidation rates for this

trajectory is expected to be small.

For the night of August 14, setting MPP NOx emissions to zero results in a 24%

increase in MPP sulfate concentrations as compared to the base case results.  While this

increase is significant, it is not as dramatic as might be expected from our earlier

discussion.  To explain this, recall from the discussion in Section 3.3 that the three

trajectories impacting Meadview during this 12-hour period had long residence and

transport times (the average transport time for the 3 trajectories was about 31 hours).

Thus, even though plume SO2 oxidation rates were suppressed by NOx during the first

day of transport (August 13) in the base case simulations, the plumes were dilute enough

during the daytime of August 14 for the influence of NOx to become less important.  This

is illustrated in Figure 4-2, which shows the ratio of the instantaneous sulfate

concentration for the case when MPP NOx is set to zero to the base case value as a

function of time for a puff released on August 13.  We see that, near the stack, the

amount of sulfate formed in the plume when MPP NOx emissions are set to zero is more

than a factor of 10 larger than in the base case.  As the plume gets diluted, the effect of

initial NOx in the plume becomes small.

4.2 Effect of Overlapping Puffs

Overlapping puffs can cause a reduction in plume SO2 oxidation rates by creating

a more concentrated plume — the higher NOx concentrations in the plume will primarily

reduce gas-phase oxidation rates (near the stack), and the higher plume SO2

concentrations will reduce the relative amount of H2O2 available for aqueous-phase

oxidation.
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Although ROME does not treat the merging and overlapping of separate plumes,

the overlapping effect can be approximately simulated by combining two puffs and

releasing them simultaneously.  In other words, the initial concentrations in the puffs are

doubled and the simulation is performed.  However, to ensure that this does not result in a

doubling of total material emitted from the stack, concentrations at the receptor are

halved.  Thus, the plume material reaching the receptor remains the same for an inert

tracer but plume chemistry differs due to higher plume concentrations.  We performed

these hypothetical simulations for the same 12-hour periods discussed in Section 4.1.

For the 12-hour measurement period from 7 p.m. August 5 to 7 a.m. August 6,

concentrating the plume results in a net reduction of 47% in MPP sulfate at Meadview.

Recall that for this period, the sulfate in the plume is formed primarily from aqueous-

phase oxidation.  Because the oxidation is limited by the availability of H2O2, the amount

of sulfate formed by doubling the initial SO2 concentration is nearly unchanged from the

base case value.  When the sulfate concentration is halved to account for the fact that

actual emissions were not doubled, the concentration at Meadview is reduced by almost a

factor of 2.

On the other hand, for the 12-hour measurement period on the night of August 14,

doubling the initial plume concentrations nearly doubles the amount of sulfate formed.

When the sulfate concentration is halved to reflect the actual emissions, the concentration

at Meadview is almost unchanged from the base case value.  Thus, doubling the NOx

concentration in the plume does not have any effect on plume SO2 oxidation rates.  This

result is in contrast to the result obtained when NOx concentrations in the plume are set to

zero (see Section 4.1).  This suggests that increasing NOx concentrations in the plume

beyond a certain value may have a negligible effect, at least for this particular case.  To

confirm this, we performed sensitivity simulations for puff 1366 in which we set the

initial NOx in the plume to 50% and 150% of the base case value.  Figure 4-3 shows the

ratio of the instantaneous sulfate concentration for the perturbation in NOx emission to

the base case value as a function of puff travel time.  We see that, as the initial NOx in the

plume is increased, sulfate formation rates near the stack are suppressed.  However, the
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effect of increased NOx emissions levels off after a certain point, and there is no

discernible difference between the cases when NOx is 150% and 200% of the base case

value.

4.3 Effect of 90% Reduction in MPP SO2 Emissions

These hypothetical studies were performed to determine the change in MPP

sulfate concentrations at Meadview for a given change in SO2 emissions.  The

simulations were conducted for two puffs (puffs 123 and 129) that interacted with clouds,

since SO2 conversion in all the other puffs was primarily due to gas-phase processes and

the response was expected to be linear for these other puffs.

Puff 123 was the only one impacting Meadview during the 12-hour period from 7

p.m. August 5 to 7 a.m. August 6.  Decreasing MPP SO2 emissions by 90% resulted in

only a 11% reduction in MPP sulfate at Meadview, illustrating the highly non-linear

nature of aqueous-phase SO2 oxidation.

For the 12-hour period from 7 a.m. August 6 to 7 p.m. August 6, there were three

puffs  (puffs 129, 156 and 173) impacting Meadview.  Of these puffs, only puff 129 had

significant aqueous-phase conversion of SO2.  We performed the SO2 emission reduction

study for this puff.  For the other two puffs, we assumed that the response to the MPP

SO2 reduction was linear, i.e., MPP sulfate from the two puffs was 10% of the base case

values.  The overall reduction in 12-hour average MPP sulfate concentrations due to the

reduction in SO2 emissions was predicted to be 81%.   Thus, the response was only

slightly non-linear, because the two puffs that involved only gas-phase conversion

contributed to the majority (85%) of sulfate concentration for the base case.

4.4 Effect of Las Vegas Urban Plume

One of the issues of interest to the Project MOHAVE study is the contribution of

the Las Vegas plume to visibility degradation in the Grand Canyon region.  While the

study of this issue is a project by itself, we attempted to make an estimate of the

contribution using the data at our disposal.  We were provided puff trajectory data for
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puff releases from Las Vegas from the RAPTAD simulations of Lu and Yamada (1998).

Using these data and the procedure described in Section 2.5.1, we developed

meteorological and puff trajectory information for Las Vegas releases traveling to

Meadview and Hopi Point.  There were only 6 trajectories that approached Meadview

within 2σy and no trajectories that reached Hopi Point.

We simulated all 6 puff trajectories that approached Meadview using ROME.

Background chemical concentrations and initial VOC and NOx concentrations in the

plume were chosen to be representative of the Las Vegas region, based on aircraft

measurements taken in the region.  We assumed that Las Vegas SO2 emissions were a

factor of 10 lower than MPP SO2 emissions (Pitchford, 1997).

The results from this exercise showed that the Las Vegas urban plume had a

negligible contribution on sulfate concentrations at Meadview (less than 0.1%) based on

the assumptions used in our simulations and the trajectory data of Lu and Yamada

(1998).

To determine if the Las Vegas contribution could change if there was more

frequent transport from Las Vegas to Meadview, we simulated a hypothetical scenario by

placing the Las Vegas emissions at the Mohave power plant.  However, the contribution

to sulfate concentrations at Meadview was still small (less than 1%).

4.5 Effect of Cloud Updraft Velocity

As discussed in Section 2.5.1, we specified cloud updraft velocities to be zero in

our base case simulations.  This decision was made after performing a number of

sensitivity studies with updraft velocities ranging from 5 to 20 cm/s.  For all these

sensitivity studies, ground-level sulfate concentrations were negligible (< 0.01 µg/m3),

because of transport of pollutants aloft by clouds.  Therefore, we used the assumption of

zero updraft velocities in all our simulations since it tends to lead to higher ground-level

sulfate concentrations.
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4.6 Effect of Background Concentrations

Because the chemistry in the plume is sensitive to the background concentrations

specified, it is useful to determine how the estimated contribution of MPP to sulfate

concentrations in the Grand Canyon can change for a plausible variation in background

concentrations.  We were primarily interested in scenarios that would be conducive to the

formation of sulfate in the MPP plume since that would provide an estimate of the upper

bound of MPP contributions.  Typically, higher background concentrations of VOC,

PAN, NOx and O3 should result in faster gas-phase SO2 conversion rates, particularly

near the stack.  Similarly, higher aqueous-phase SO2 conversion rates are expected for

higher background concentrations of H2O2 (or equivalently, lower background SO2

concentrations), trace metals such as iron and manganese (that catalyze aqueous-phase

SO2 oxidation by oxygen), and ammonia (that increases the pH of cloud droplets, thereby

enhancing aqueous-phase oxidation by O3 and O2).

We repeated all the base case simulations for Meadview and Hopi Point using the

high end of the concentrations measured during Project MOHAVE, except for

background SO2, which we assumed to be zero in the simulations described here,

effectively increasing the amount of background H2O2 available to oxidize plume SO2.

For species that were not measured, such as aldehydes and PAN, we doubled the base

case values. Table 4-1 summarizes the background concentrations used in the study.

Table 4-2 summarizes the results for Meadview.  The table shows the base case

and high background case model estimates of MPP sulfate concentrations for each 12-

hour averaging period that were calculated from the 13 trajectories simulated for

Meadview.  The relative changes between the high background and base case results and

the relative contributions of MPP to the measured sulfate for the high background case

are also shown.

We see from Table 4-2 that higher background concentrations do not necessarily

result in higher MPP sulfate concentrations at Meadview.  The largest increases in MPP

sulfate concentrations are predicted for the night of August 5 when aqueous-phase

chemistry was the primary mechanism for SO2 conversion in the plume.  Increases in

MPP sulfate are also predicted for both the 12-hour periods of August 13. For all the
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Table 4-1. High background concentrations (in ppb unless otherwise indicated)

Species August 6, 1992 August 9, 1992 August 14, 1992

O3 55 50 55

NO2 5 5 4

H2O2 1.34 1.34 2.3

SO2* 0 0 0

VOC (ppbC) 37.9 115.1 59.5

PAN 0.5 0.5 0.5

CO 408 730 150

NH3 5.3 5.3 5.3

Fe (ng/m3) 113 113 113

Mn (ng/m3) 1.74 1.74 1.74

* Background SO2 concentrations are set to zero, effectively increasing H2O2 concentrations available for aqueous-
phase oxidation of plume SO2.
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Table 4-2. High background results for Meadview

Date of
initial time

12-hour
period

Base Case
MPP Sulfate

(ng/m3)

MPP Sulfate
(ng/m3) with

Higher
Background

Change
(%)

MPP
Contribution

(%)

8/5/92 7 p.m. - 7 a.m. 22 97 341 5.9

8/6/92 7 a.m. - 7 p.m. 123 179 46 6.7

8/6/92 7 p.m. - 7 a.m. 31 28 -10 < 1.0

8/8/92 7 p.m. - 7 a.m. 8 7 -13 < 1.0

8/9/92 7 a.m. - 7 p.m. 90 52 - 42 2.6

8/13/92 7 a.m. - 7 p.m. 10 13 30 1.0

8/13/92 7 p.m. - 7 a.m. 92 118 28 6.6

8/14/92 7 a.m. - 7 p.m. 244 176 -28 6.1

8/14/92 7 p.m. - 7 a.m. 382 249 -35 12.2

8/15/92 7 p.m. - 7 a.m. 190 154 -19 6.1

8/16/92 7 a.m. - 7 p.m. 53 42 -21 1.7
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other 12-hour averaging periods, the higher background concentrations actually result in

a decrease in MPP sulfate concentrations at Meadview.  In particular, the highest base

case MPP sulfate concentration, on the night of August 14, decreases from 382 ng/m3 to

249 ng/m3 (a 35% reduction) when higher background concentrations are used.  The

highest MPP contribution, for the same period, decreases from 19% to 12%.

To understand the reasons for this behavior, we examined the instantaneous

sulfate concentrations (for both the base case study and the high background

concentration study) in one of the puff trajectories that impacts Meadview during the

morning of August 15.  Figure 4-4 shows the ratio of the instantaneous plume sulfate

concentration in the high background case to the corresponding value in the base case, as

a function of travel time.  As expected, instantaneous sulfate concentrations near the

stack are higher in the high background case than in the base case.  However, after about

20 hours of travel, the ratio begins to decrease, ultimately reaching a value of about 0.65

at Meadview, i.e., instantaneous sulfate concentrations in the puff at Meadview are 35%

lower in the high background case as compared to the base case.

Figure 4-5 shows the ratio of the instantaneous plume H2O2 concentration in the

high background case to the corresponding value in the base case, as a function of travel

time.  We see that, up to about 20 hours of travel time, the amount of H2O2 produced in

the plume for the high background case is essentially identical to that produced in the

base case (very little H2O2 is produced in the plume for both cases during this initial

period).  However, after this initial period, significantly more H2O2 is produced in the

high background plume as compared to the base case plume.  This suggests that the

VOC/NOx ratio in the plume for the high background case has reached a level where the

formation of H2O2 is favored, resulting in removal of HO2 radicals from the system,

eventually reducing concentrations of the OH radical, the primary gas-phase oxidant for

SO2.  A comparison of the background concentrations in Tables 3-1 and 4-1 shows that

the relative increases in NO2 background concentrations are smaller than the increases in

VOC background concentrations when going from the base case to the high background

case.  In particular, on August 14, the NO2 background concentration only increases by a

little more than 30%, while the VOC background increases by about a factor of 3.







Simulation of Sulfate Formation in the Mohave Power Plant Plume 4-15

The results for Hopi Point are presented in Table 4-3.  As in the case of

Meadview, MPP sulfate contributions with the higher background concentrations are

generally smaller than the base case contributions.

The above results suggest that, for the background concentrations measured

during Project MOHAVE and for sufficiently large plume travel times, MPP sulfate

contributions to the Grand Canyon region may be smaller when VOC background

concentrations are increased without a commensurate increase in NOx concentrations.  To

determine if the opposite is true, we performed simulations for the August 14 period

using clean background conditions, determined as the low end of the concentrations

observed during Project MOHAVE.  The 12-hour average MPP sulfate concentration and

contribution increased by about 16% (from 382 ng/m3 to 443 ng/m3 and from 19% to

22%, respectively), when clean background conditions were used.

4.7 Estimation of Maximum Sulfate Concentrations in the Grand Canyon

Region

All our simulations were performed for the Meadview and Hopi Point receptors,

primarily because these are the two receptors in the Grand Canyon region where sulfate

and MPP tracer concentrations were measured.  However, it is of interest to determine the

maximum possible MPP sulfate concentration and contribution anywhere in the Grand

Canyon region.  We used our base case results to get a screening estimate.  A more

definitive determination would require the use of a gridded Eulerian model, and was

beyond the scope of the current study. The approach that we adopted is summarized

below.

We examined all trajectories going to Hopi Point.  Assuming that the Grand

Canyon region begins at a distance corresponding to Meadview and ends at a distance

corresponding to Hopi Point, we then extracted the maximum instantaneous sulfate

concentration for each trajectory between these two distances.  If this maximum

concentration occurred at either of the two end points, we assumed that the maximum 12-

hour average MPP sulfate concentration in the region corresponded to the base case value

at the relevant end point.  If the maximum concentration occurred somewhere in between
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Table 4-3. High background results for Hopi Point

Date of
initial time

12-hour
period

Base Case
MPP Sulfate

(ng/m3)

MPP Sulfate
(ng/m3) with

Higher
Background

Change
(%)

MPP
Contribution

8/6/92 7p.m. - 7a.m. 2.1 2.5 19 < 1.0

8/7/92 7a.m. - 7p.m. 16.2 16.7 3 1.0

8/9/92 7 a.m. - 7p.m. 94 67 -29 4.1

8/9/92 7p.m. - 7a.m. 27 20 -26 1.8

8/15/92 7p.m. - 7a.m. 60 48 -20 2.4

8/16/92 7a.m. - 7p.m. 131 93 -29 4.9
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the two points, we used the ratio of the maximum instantaneous sulfate concentration to

the higher of the instantaneous sulfate concentrations at the two end points to determine a

scaling factor that could be used for each trajectory.  Finally, we used the maximum

scaling factor from all the trajectories influencing a given 12-hour period and applied it to

the 12-hour average concentration estimated from the base case study.  Table 4-4 shows

the ratio of the maximum instantaneous sulfate concentration to the instantaneous sulfate

concentration at the higher of the two end-points for all the 10 trajectories going to Hopi

Point.  We see that the highest ratio is 1.37, corresponding to puff trajectory 500 on

August 9.  For the period corresponding to the highest base case MPP sulfate

concentration at Meadview (i.e., 7 p.m. August 14 to 7 a.m. August 15), we see a peak to

receptor ratio of 1.15 corresponding to puff trajectory 1479 on August 16.  Figure 4-6

shows the instantaneous sulfate concentrations in the plume between the two end-points

for this trajectory, relative to the instantaneous concentration at Hopi Point.

We used this ratio with the highest estimated MPP sulfate concentration (382

ng/m3) at Meadview, for the morning of August 15, to get an upper bound estimate of

439 ng/m3 for MPP sulfate anywhere in the region, an increase of 57 ng/m3.  We assumed

that the sulfate concentration measured at Meadview increased by the same amount,

resulting in a maximum MPP 12-hour average sulfate contribution of 21% anywhere in

the Grand Canyon region.

A complementary analysis was conducted where trajectories that reached

Meadview were extended further up to a distance equivalent to that of Hopi Point (but at

a different location because of different wind trajectories).  If the sulfate concentration

along the puff trajectory increased after leaving Meadview, we used the higher puff

concentration to calculate the 12-hour average concentrations at Meadview.  This

approach provides an upper bound estimate since it is assumed that all puffs interact after

Meadview in the same manner as they do at Meadview, i.e., we do not account for

divergence of individual puff trajectories.  No change in the maximum contribution of the

MPP plume was obtained in that analysis.  The mean 12-hour average MPP sulfate

concentration increased to 152 µg/m3 and the corresponding contribution to total sulfate

increased from 5% to 7%.
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Table 4-4. Approximate maximum MPP sulfate concentrations in Grand Canyon

region relative to calculated receptor concentrations

Date Trajectories Max. MPP Sulfate/MPP Sulfate at
Meadview or Hopi Point

August 7, 1992 165

176

210

223

1.00

1.05

1.02

1.00

August 9, 1992 500

508

1.37

1.23

August 16, 1992 1479

1617

1693

1750

1.15

1.00

1.00

1.00
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4.8 Effect of Clouds

The base case results and tracer measurements showed that high MPP sulfate

concentrations were not predicted for periods in which puffs interacted with clouds,

primarily because there was infrequent transport of the MPP plume toward the Grand

Canyon during those periods (primarily on August 5 and 6) and the puffs were fast

moving with short residence times.  Instead, the highest concentrations were predicted for

August 14 and August 15, when there was frequent transport of the MPP plume and the

puffs had long travel times and residence times in the Grand Canyon region.

To estimate the MPP sulfate contribution for a hypothetical scenario in which

puffs interacting with clouds were associated with frequent transport to Meadview and

long travel and residence times, we conducted sensitivity simulations by varying the

cloud fields along individual puff trajectories.  These studies were designed to determine

plausible upper bound estimates of MPP sulfate concentrations and contributions.

We performed four separate studies for puff trajectories arriving at Meadview

during the 12-hour sampling period from 7 a.m. to 7 p.m. August 6, 1992.  Note that

three trajectories were tracked for this period in our base case simulations.  Of these, one

trajectory interacted with cloud, while the other two did not.  The trajectory that

interacted with clouds encountered clouds for approximately 25% of its travel time from

the stack to the receptor.  The 4 sensitivity studies that we performed and the impact

(relative to the base case results) are listed below:

1. Clouds for cloudy trajectory were applied to the 2 non-cloudy trajectories, i.e.,

all 3 trajectories interacted with cloud for 25% of their travel time.  For this,

scenario, the MPP sulfate concentration and contribution increased from 123

to 126 ng/m3 and 4.6% to 4.7%, respectively.

2. Clouds were specified as in study 1 above, but background SO2 concentrations

were set to zero.  This effectively increases H2O2 concentrations available for

oxidizing plume SO2.  The MPP sulfate concentration and contribution

increased from 123 to 276 ng/m3 and 4.6% to 10.3%, respectively.
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3. All 3 trajectories were assumed to interact with clouds for 50% of their travel

time.  The MPP sulfate concentration and contribution increased from 123 to

219 ng/m3 and 4.6% to 8.2%, respectively.

4. Clouds were specified as in study 3 above, but background SO2 concentrations

were set to zero.  The MPP sulfate concentration and contribution increased

from 123 to 474 ng/m3 and 4.6% to 17.7%, respectively.

4.9 Estimation of Maximum Hourly MPP Sulfate Contribution

To determine the maximum hourly MPP sulfate contribution at Meadview, we

took advantage of the fact that high resolution tracer measurements were available at the

site.  We assumed that the ratio of the maximum hourly and 12-hour average

concentrations was the same for the tracer and MPP sulfate.  First, the ratio of the

maximum hourly tracer concentration to the 12-hour average tracer concentration for the

period containing the maximum hourly concentration was determined.  This ratio was

then used to determine a maximum hourly MPP sulfate concentration using the maximum

base case 12-hour MPP sulfate concentration at Meadview (382 ng/m3).  This yielded a

maximum hourly sulfate concentration of 888 ng/m3, an increase of 506 ng/m3 over the

12-hour average value.  Assuming that the total maximum hourly sulfate concentration

was higher than the 12-hour average value by the same amount, (i.e., the background

non-MPP sulfate concentration remains the same over the 12-hour period) we get an

estimate of the maximum hourly MPP sulfate contribution of 35%.
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5. SUMMARY AND CONCLUSIONS

This report describes the application of a reactive plume model to simulate the

formation of sulfate in the Mohave Power Plant plume for a 11-day summer period in

1992 during which transport of emissions from the power plant to the Grand Canyon

region was indicated by tracer measurements at a number of locations, particularly

Meadview, at the western boundary of Grand Canyon National Park.

The meteorology and plume dispersion data for the simulations were developed

using the results of Lu and Yamada (1998) who used a prognostic three-dimensional

meteorological model and a three-dimensional Lagrangian puff dispersion model to

simulate meteorology, turbulence and tracer gas concentrations for the 11-day period.

Background chemistry data were obtained from surface and upper air measurements

during the period obtained from the Project MOHAVE database.  In addition, a survey of

the literature of previous measurements in similar regions was performed to specifiy

background concentrations for species such as aldehydes and PAN, that were not

measured during Project MOHAVE.  MPP emissions of SO2, NOx, and tracer were also

obtained from the Project MOHAVE database.  Emissions of trace metals such as iron

and manganese were derived from the SO2 emissions and ratios of MPP Fe and Mn to

SO2 in the stack.

Base case simulations were performed to estimate the contribution of MPP

emissions to sulfate concentrations at two receptors in the Grand Canyon region,

Meadview and Hopi Point.  For practical reasons, a limited number of puff trajectories

were selected for plume chemistry analysis from the more than 2000 puff trajectories

developed by Lu and Yamada (1998) for the period.  The trajectories were selected for

days when the largest MPP tracer concentrations were measured.  Other criteria for the

selection of trajectories included their potential for interaction with clouds, their

proximity to the receptors, and the horizontal extent of the puffs.  For Meadview, 13

trajectories were simulated and for Hopi Point, 10 trajectories were simulated.  The

background chemical concentrations for the base case simulations were in the middle of

the range of their plausible values.  For the base case simulations, several assumptions

were made that maximize the conversion of MPP SO2 emissions to sulfate in order to
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develop upper bound estimates of MPP contributions to sulfate concentrations at the

receptors.  For example, clouds were assumed to exist whenever the cloud water amount

diagnosed by Lu and Yamada (1998) exceeded a very low cut-off level of 0.01 g/m3.

Also cloud updraft velocities were specified to be zero, since sensitivity studies showed

that ground level concentrations were negligible for non-zero updraft velocities.

In addition to the base case simulations, a number of simulations and analyses

were conducted to examine the impact of MPP for a number of hypothetical and/or

plausible scenarios, as well as to determine the impact of emissions from Las Vegas on

sulfate concentrations in the Grand Canyon.  For the latter case, we had to make

assumptions about SO2 emissions from Las Vegas as well as the background VOC, NOx,

PAN, and O3 concentrations.

Some of the important results from the study are summarized below:

• The maximum 12-hour average base case MPP sulfate concentration and

sulfate contribution at Meadview were calculated to be 382 ng/m3 and 18.8%,

respectively for the 12-hour period from 7 p.m. August 14 to 7 a.m. August

15, 1992.  For Hopi Point, the maximum 12-hour average base case MPP

sulfate concentration and sulfate contribution were 129 ng/m3 and 6.4%,

respectively for the 12-hour period from 7 a.m. August 16 to 7 p.m. August

16, 1992.

• The MPP plume had significant interaction with clouds only for puff

trajectories released during the night of August 5, 1992 and traveling to

Meadview.  These trajectories were fast moving and had short residence and

impact times at Meadview.  None of the trajectories from MPP to Hopi Point

encountered clouds at plume levels.

• As expected, increasing the interaction of puff trajectories with clouds

increases the conversion of SO2 to sulfate in the plume.  This effect is

enhanced when the H2O2 available for aqueous-phase oxidation is implicitly

increased by setting background concentrations of SO2 to zero.  For an

extreme hypothetical scenario, the upper bound value for the MPP sulfate

contribution for a cloudy day was 18%.
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• The estimated average molar ratio of MPP sulfate to MPP SO2 at Meadview is

about 9%, about a factor of 3 lower than the corresponding ratio at Hopi Point.

This ratio is an approximate measure of the extent of conversion of SO2 to

sulfate in the MPP plume.

• The NOx in the plume suppresses SO2 oxidation rates near the stack.  Further

downwind, as the plume gets diluted, the effect of plume NOx on SO2

chemistry becomes less important.

• The impact of Las Vegas emissions on sulfate concentrations at Meadview

was negligible for the assumptions and trajectory data used in our analysis.

• Changing the background concentrations to favor sulfate formation in the

plume (e.g., increasing VOC, O3, PAN, Fe, Mn, and NH3 concentrations and

decreasing background SO2 concentrations) did not always result in higher

sulfate concentrations at Meadview or Hopi Point.  Further analysis showed

that sulfate concentrations at the receptors increased for short trajectories or

trajectories interacting with clouds.  For the longer trajectories, none of which

interacted with clouds, sulfate concentrations in the plume when higher

background concentrations were used were initially higher as compared to the

base case values.  However, as the plume approached the receptors, sulfate

formation rates dropped since the plume became NOx-limited, leading to

increased formation of H2O2 and lower acid (including sulfate) formation in

the plume.

• Using a limited number of puff trajectories ending at Hopi Point, the

maximum 12-hour average MPP sulfate concentration anywhere in the Grand

Canyon region was approximately estimated to be 439 ng/m3.  This

corresponds to an approximate maximum contribution of 21%.

• Using tracer measurements with high time resolution, the maximum 1-hour

average MPP sulfate concentration at Meadview was approximately estimated

to be 888 ng/m3, corresponding to an approximate maximum hourly

contribution of 35%.
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ABSTRACT

The contribution of aerosols to light extinction at Meadview, AZ during summer, 1992 was
estimated using Mie theory and size-resolved aerosol chemical measurements. Sulfate particle size
increased as a function of relative humidity. Twelve-hour average light scattering was estimated to
within 15%. Sulfate was the most abundant chemical component in the fine aerosol fraction. On average,
Rayleigh scattering, coarse particles, and fine sulfates contributed 39, 21, and 19% to total light
extinction. Average estimated light scattering was largely insensitive to assumptions about mixing state,
degree of sulfate neutralization and organic carbon water uptake properties. It was estimated that a
reduction of Mohave Power Plant (MPP) SO2 emissions corresponding to a contribution of 19% to
ambient sulfate would have resulted in a decrease in total light extinction of between 3.3 and 5.3%.



1

INTRODUCTION
The objective of Project MOHAVE (Measurement of Haze and Visual Effects) was to determine

the effect of emissions from the Mohave Power Plant (MPP) and other significant sources in the
southwestern U.S. on visibility in the Grand Canyon National Park. MPP’s impact on visibility would
result from primary particle emissions and from sulfate particles formed by the oxidation of MPP sulfur
dioxide. To determine this effect, it is necessary to estimate the contribution of MPP to ambient sulfate
and this is the goal of several independent modeling studies associated with Project MOHAVE. The
objective of this study is to estimate particle light extinction based on physico-chemical measurements
at Meadview, AZ, located on the northwestern rim of the Grand Canyon, during summer, 1992, and to
simulate the effects of reducing MPP sulfur emissions on light extinction.

The light extinction coefficient for particles (Bep) is the sum of the particle scattering (Bsp) and
absorption (Bap) coefficients. It is equal to the number of particles (n) multiplied by their extinction
cross sections σ:

Bep = ∫ σ(D)n(D)dD (1)

The extinction cross section (σ) depends on the wavelength of the incident light, the complex index of
refraction and the diameter (D) of the particles. For spherical particles, σ may be calculated using Mie
theory (Mie, 1908; Bohren and Huffman, 1983). The absorption cross section is the difference between
the extinction and scattering cross sections.

In this paper, particle light extinction is estimated using Mie theory in conjunction with aerosol
measurements at Meadview, AZ during summer, 1992. The effects of various assumptions about aerosol
mixing state, degree of sulfate neutralization, and organic carbon chemical and water uptake properties
on estimated light extinction are examined.  Finally, the effects of sulfur emissions reductions on light
extinction are evaluated with respect to assumptions about aerosol growth mechanisms.

METHODS
Aerosol Particle Samples

Aerosol sampling at Meadview during summer, 1992 was described by Pitchford and Green
(1997) and Turpin et al. (1997). PM2.5 (particles with diameters less than 2.5 µm) samples were acquired
with IMPROVE, two-stage samplers (Malm et al., 1994). Twelve-hour duration (0700-1900 and 1900-
0700 MST) samples were analyzed for PM10 and PM2.5 mass, and PM2.5 sulfate, nitrate, elements, and
organic and elemental carbon (OC and EC). The PM2.5 particle absorption coefficient (Bap) was
measured by light transmission through a Teflon filter sample using the University of California at Davis
(UCD) laser integrating plate method (LIPM). IMPROVE organic carbon concentrations were corrected
for volatile organic compound absorption by the quartz filter by subtraction of a backup filter average
(Turpin et al., 1994; 1997). 

MOUDI (Micro Orifice Uniform Deposit Impactor) cascade impactor samples were collected
by the University of Minnesota Particle Technology Laboratory from 0700 to 1900 MST. The MOUDI
samples provided size distributions for sulfate, nitrate, ammonium, OC and EC, and element
concentrations for particles with diameters less than 1.8 µm. There were 44, twelve-hour day time
periods with valid concurrent IMPROVE and MOUDI concentrations.

Harvard-EPA Annular Denuder System (HEADS) samples were collected twice daily from 0700
to 1300 and from 1300 to 1900 MST to measure PM2.5 sulfate, nitrate, ammonium, and hydrogen ion,
and gaseous sulfur dioxide, nitric acid, and ammonia. Pitchford and Green (1997) and Turpin et al.
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(1997) presented detailed comparisons of concentrations measured by the IMPROVE, MOUDI and
HEADS samplers.
Light Extinction Modeling
Size Distributions

Winklmayr et al.'s (1990) adaptation of Twomey's (1975) nonlinear iterative algorithm was used
to calculate MOUDI size distributions from the impactor stage concentrations. The result was a series
of discrete values of dC/dlogD versus D (where C is concentration and D is diameter). The MOUDI
inversions were based on calibration data determined for ambient conditions at Meadview (Peter
McMurry, personal communication).

The MOUDI samplers contained “after filters”, which collected particles that did not impact on
the stages. The after filter concentrations result in part from particle bounce from the upper stages of the
impactor. The size distribution of particles which may have bounced is not known. Stein et al. (1994)
found that significant bounce occurred for 0.125 µm diameter particles at relative humidity less than 60-
70%. On average, 17, 18, 49, 12, and 22% of total (including the after filter) sulfate, ammonium, OC,
EC, and dust were found on the after filter. The large amount of OC on the quartz after filter has been
attributed to absorption of gaseous organic compounds (Turpin et al., 1997). The after filter
concentrations were not used to derive the MOUDI size distributions.
Chemical Concentrations

Particle light extinction was estimated by applying the abundances (expressed as a fraction of
the sum of the stage concentrations excluding the after filter) of sulfate, OC, EC, and dust on the
MOUDI stages to the corresponding IMPROVE filter concentrations. Nitrate was not detected in the
MOUDI samples and was assumed to follow the size distributions of MOUDI sulfate. The dust
component was calculated by converting the concentrations of the major crustal elements to their oxides
(Zhang et al., 1994). The average of 44, day time IMPROVE sample concentrations of PM2.5 sulfate ion,
nitrate ion, OC, EC, and dust were 1.60, 0.21, 0.60, 0.15, and 0.46 µg m-3, respectively. Twelve-hour
average relative humidity (RH) ranged from 7 to 54% (average = 24%).

Ion and carbon concentrations were converted to their equivalent compound concentrations. The
degree of sulfate neutralization was inferred from the relative abundances of ammonium and sulfate. The
amount of water associated with sulfate as a function of RH depends on its chemical form, for example,
sulfuric acid, ammonium bisulfate, or ammonium sulfate. Ammonium was measured in the MOUDI and
HEADS but not the IMPROVE samples.

McMurry et al. (1996) and Malm et al. (1996) assumed that sulfate at Meadview during summer,
1992, was fully neutralized, as ammonium sulfate. The average molar ratio of total (including the after
filter) MOUDI ammonium to sulfate was 1.77±0.27, indicating that MOUDI sulfate was fully
neutralized in most cases. Based on the relative abundances of ammonium and sulfate in the MOUDI
samples, sulfate would have been present as ammonium sulfate and ammonium bisulfate in 38 and 6
samples, respectively. Malm (1998) assumed that sulfate at Meadview, summer 1992, was more acidic,
based on the relative abundances of sulfate, nitrate, and ammonium in the HEADS samples. For the 44
periods concurrent with the IMPROVE samples, the average molar ratio of HEADS ammonium to
sulfate was 1.26±0.54. We feel that the HEADS data are suspect for several reasons. As Turpin et al.
(1997) demonstrated, the HEADS ion balance shows a systematic cation deficit. For periods
corresponding to the IMPROVE-MOUDI sample set, the average ratio of cations (H+ + NH4

+) to anions
(SO4

= + NO3
-) was 0.82±0.26 with a range of 0.21 to 1.52. Turpin et al. (1996) concluded that even if

all of the cation deficit represented error in the ammonium measurement, the aerosol would still be
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acidic. This explanation begs the question of the accuracy of the H+ data. Indeed, there should be a
negative correlation between H+ and non-ammonium nitrate NH4

+ if the major cations and anions have
been accounted for. The actual correlation between 12-hour average H+ and NH4

+ was 0.29.  Because
sulfate neutralization is a potentially important issue for estimating light extinction, the sensitivity of
light extinction estimates to assumptions about sulfate neutralization based on the MOUDI and HEADS
data sets is examined.
Light Extinction Model

The ELSIE (Elastic Scattering Interactive Efficiencies) model was described in detail by Sloane
(1986) and Lowenthal et al. (1995). It was assumed that ammonium sulfate, ammonium bisulfate,
sulfuric acid, ammonium nitrate, OC, and EC were internally and homogeneously mixed but that dust
was externally mixed. Particle light extinction was also estimated assuming that all components were
externally mixed. The physical and optical properties of the individual chemical components are
summarized in Table 1 (Sloane, 1986; Lowenthal et al., 1995). A factor is needed to convert OC carbon
to compound mass, which may include hydrogen, oxygen, and other elements. However, the OC mass
conversion factor, density, and refractive index were not measured during the study and may vary
considerably. Tests were done to evaluate the sensitivity of estimated light extinction to assumptions
about these parameters.

Water concentrations associated with ammonium nitrate, sulfuric acid, ammonium bisulfate, and
ammonium sulfate were estimated as a function  of RH using growth curves developed experimentally
by Chan et al. (1992) and Tang and Munkelwitz (1994) for single-salt solutions. We assumed that water
associated with these compounds exhibited hysteresis below the deliquescence RHs. Similarly, the
hygroscopic properties of OC were assumed to be the same as those of ethylene glycol (Curme and
Johnson, 1952). Because ethylene glycol is a highly water-absorbing organic compound, extinction was
also estimated assuming that OC was completely insoluble. It was assumed that the water-growth
properties of these components were independent, i.e., that the components did not interact in solution,
and that the total aerosol liquid water was the sum of the water associated with the individual
components. Elemental carbon and dust were assumed to be insoluble.

The MOUDI sampler separated particles according to their ambient or "wet" particle
aerodynamic diameters. The total particle volume was calculated from the dry IMPROVE sampler
masses, the densities of the individual components, and the estimated water volume. The particle
density, calculated from the wet volume and wet mass, was used to convert the MOUDI aerodynamic
sizes to Stokes (geometric) diameters. The number of particles was calculated from the particle volume
and particle size in 16 discrete bins from 0.05 to 2.5 µm. The particle refractive index was calculated
as the volume-weighted average of the refractive indices of the individual components, including water.

Light scattering and absorption were calculated at a wavelength of 0.53 µm for each size bin and
summed to provide the corresponding scattering (Bsp) and absorption (Bap) coefficients. These
estimates were compared to 12-hour average particle light scattering measured with an MRI Model 1560
nephelometer preceded by a 2.5 µm Bendix cyclone separator (operated by Aerosol Dynamics, Inc.) and
with particle light absorption measured by the LIPM.
RESULTS AND DISCUSSION
Sulfate Size Distributions

Sulfate geometric mean diameters (GMDs) and standard deviations (GSTDs) were calculated
for each MOUDI sample. Sulfate GMDs ranged from 0.21 to 0.38 µm and GSTDs ranged from 1.61 to
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2.23. For comparison, Pitchford and Green (1997) analyzed DRUM (Davis Rotating-drum Universal-
size -cut Monitoring) sulfur data from Meadview, summer, 1992, and reported GMDs ranging from 0.21
to 0.33 µm. There was a significant  (α=0.05) correlation between RH and sulfate GMD (0.58),
suggesting hygroscopic growth as a function of RH..

In-cloud oxidation of sulfur dioxide (SO2) followed by aggregation and evaporation of cloud
droplets is also expected to produce larger aerosol particles (Hoppel et al., 1986; Hoppel, 1988). Ames
and Malm (1998) developed a "cloud interaction potential" (CIP) based on over 2000 photographs of
cloud cover during the experiment. The CIP was intended as an estimate of the potential for the MPP
plume to undergo in-cloud chemical processing. On a scale of 0 to 100, hourly CIP values ranged from
0 (clear sky) to 67. While there was a significant correlation (0.64) between RH and CIP, the correlation
between sulfate GMD and CIP (0.25) was not significant.
Estimated Light Extinction

Light extinction was calculated under a variety of assumptions about mixing state (internal
versus external mixture), sulfate neutralization, and OC mass conversion factor, density, refractive index,
and water uptake. Estimated and measured scattering (Bsp) are compared in Table 2. One outlier (8/2/92)
with estimated and measured Bsp of 18.3 and 6.6 Mm-1, respectively, was excluded from the
comparison. Because chemical concentrations, size distributions and RH (21%) for this sample were
typical of those of other samples, we believe that the measured Bsp during this sample was in error.

The average measured Bsp was 10.2 Mm-1. The average absolute error (AAE), the average of the
absolute differences between measured and estimated Bsp divided by measured Bsp, expressed as a
percent, ranged from 13.8% for an external mixture assuming zero OC water uptake (Case 4) to 22.7%
for an internal mixture with an OC mass conversion factor of 1.9 (Case 9). Comparisons were somewhat
better for external versus internal mixtures (Case 2 versus Case 1 and Case 4 versus Case 3). It made
little difference whether the degree of sulfate neutralization was inferred from the MOUDI or HEADS
data (Cases 1 and 5, respectively).

There is considerable uncertainty regarding the physical and optical properties of organic carbon
(OC) in atmospheric particles. Only a small fraction, less than <20%, of the OC in remote areas like the
Grand Canyon has been identified. Even a smaller fraction of water-soluble organics has been identified
(Saxena and Hildemann, 1996). If OC is a major aerosol component, assumptions about its density, mass
conversion factor, and hygroscopic properties will significantly affect estimated particle volume and
optical extinction. A refractive index of 1.55 is typical for many organic compounds (Sloane, 1986) but
may not represent that of the complex mix of organics in ambient particles. For example, an OC
refractive index of 1.46, i0.0 was inferred from measurements at Great Smokey Mountain National Park
(Bill Dick, personal communication).

Agreement between measured and estimated Bsp was better under the assumption that OC was
completely insoluble (Case 4 versus Case 2 and Case 3 versus Case 1). While the AAE was lower for
Case 3 (internal mixture, zero OC water uptake) than for Case 1 (internal mixture, OC water uptake as
ethylene glycol), the average estimated Bsp for Case 1 was closer to the average measured Bsp. These
differences are probably not large enough to draw meaningful inferences about OC hygroscopic
properties at Meadview.

Increasing the OC mass conversion factor from 1.2 (Case 1) to 1.9 (Case 9) increased the AAE
from 14.8 to 22.7% and the average estimated Bsp from 10.1 to 12.0 Mm-1. Similarly large effects were
obtained by increasing and decreasing the OC density to 1.9 (Case 8) and 0.8 g cm-3 (Case 10),
respectively. Given a measured size distribution, any assumption which significantly changes the particle
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volume will similarly affect estimated light scattering. Decreasing the OC refractive index from 1.55
(Case 1) to 1.46 (Case 7) increased the AAE from 14.8 to 15.4% and decreased the average estimated
Bsp from 10.1 to 9.7 Mm-1.

The measured filter absorption coefficients (Bap) for Cases 1 and 2 (internal versus external
mixture) are compared with the estimated values in Figures 1a and 1b, respectively. Average estimated
Bap was higher for the internal mixture (1.49 Mm-1) than for the external mixture (0.87 Mm-1). However,
 measured Bap was 7 and 12 times higher, on average, than estimated Bap for the internal and external
mixture cases, respectively.

The discrepancy between estimated and measured Bap cannot be explained by assumptions about
the physical or optical properties of EC. It is also not due to fine-particle dust, which accounted for less
than 7% of estimated Bap. If it is assumed that EC exists as a core surrounded by a shell consisting of
sulfate, nitrate, OC, and water, average estimated Bap increases by only 5.4%. Increasing the imaginary
part of the EC refractive index from 0.6 to 0.9 or decreasing the EC density from 1.7 to 1.0 g cm-3

increases the average estimated Bap to 2.1 and 2.4 Mm-1, respectively.
A more likely explanation for the discrepancy between estimated and measured Bap is that there

are systematic errors in LIPM Bap measurement. If values smaller than their uncertainties are excluded,
the average measured EC absorption efficiency (LIPM Bap/EC concentration) was 38±8 m2  g-1. There
is no theoretical or empirical basis for such a large value (Fuller, 1995). Based on the measured Bsp and
Bap, the average single scattering albedo (ω), or Bsp/(Bsp+Bap), was 0.59±0.08. The higher the value
of ω, the less absorbing the aerosol. Waggoner et al. (1981) reported values of ω for remote and urban
locations based on nephelometer and integrating plate measurements. For remote locations, Anderson
Mesa, AZ, Mesa Verde, CO, and Mauna Loa Observatory, average values were 0.91, 0.95, and 0.94,
respectively. Values below 0.7 were associated with urban areas. It is difficult to reconcile these and
other ω measurements in remote locations (e.g., Bodhaine, 1995) with the measurements at Meadview.

Huffman (1996) and Malm et al. (1996) suggested that high apparent absorption efficiencies
(>20 m2 g-1) measured at remote locations in the IMPROVE network were due to errors in the
interpretation of EC and OC concentrations determined by thermal/optical reflectance (Chow et al.,
1993). They concluded that this technique identifies material as organic carbon (OC) which is actually
light absorbing carbon. However, Huffman (1996) noted that UCD employs an upward correction factor
to their LIPM Bap measurements based on of the areal density of mass on the Teflon filter. Recently,
Horvath (1997a) calibrated an integrating plate using a white cell to measure extinction and a
nephelometer to measure scattering. He found that the integrating plate significantly overestimated Bap
when ω was greater than 0.8. This resulted from multiple scattering of incident light out of the path by
particles on the filter. A correction algorithm for reducing the measured value to account for this effect
was suggested. The fact that the UCD LIPM measurement at Meadview did not reflect this correction,
but instead employed an opposite correction, probably explains the high Bap values at Meadview and
other IMPROVE sites (Horvath, 1997b).
 Extinction Budgets

Extinction budgets were constructed for 12-hour samples at Meadview for which light extinction
calculations were made. Estimated scattering for each PM2.5 component was obtained for Cases 1
through 5 (Table 2) to represent a range of assumptions about mixing state, sulfate neutralization, and
OC water uptake. Light scattering associated with each chemical component was calculated as the
product of its compound mass and scattering efficiency. For both internal and external mixtures, the
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scattering efficiency was calculated by removing 50% of the component’s mass and assuming that this
changed the particle number but not size. This approach is straightforward for external mixtures and
 is consistent with our assumption that the particle refractive index can be represented by the volume-
weighted average of the refractive indices of the individual components (Lowenthal et al., 1995). The
efficiency is the change in scattering divided by the concentration of chemical mass removed.

Coarse-particle scattering was estimated by multiplying the coarse mass concentration (PM10 -
PM2.5) by an efficiency of 0.6 m2  g-1 (Trijonis and Pitchford, 1987; White et al., 1994). Because coarse-
particle absorption was not measured and cannot be estimated without information on the coarse size
distribution and composition, this component was excluded from the extinction budget. Because we
believe that the measured Bap is high-biased, estimated Bap was used to represent fine particle
absorption. The final component of the extinction budget is Rayleigh scattering by atmospheric gases,
which varies with atmospheric pressure.

The extinction budgets, averaged over the sample set, are presented in Table 3. The variations
in the extinction budget are generally small with respect to assumptions about mixing state, sulfate
neutralization, and OC water uptake. Although EC scattering and estimated Bap are minor components
of extinction, they vary significantly with respect to assumptions about mixing state. On average,
Rayleigh, coarse particle, and sulfate scattering were the major components of light extinction,
accounting for 39.4, 21.2, and 19.4%, respectively, of reconstructed extinction.

Total path extinction was measured at Meadview with a transmissometer. Malm et al. (1996)
presented extinction budgets for Meadview, summer 1992. Although their methodology was different,
their results were qualitatively similar to those presented here, except for their treatment of particle
absorption. Malm et al. (1996) found that they could only match the measured extinction if the UCD
LIPM Bap measurement was used to represent particle absorption. Indeed, the average reconstructed
extinction (26.9 Mm-1, Table 3)  is significantly lower than the average transmissometer extinction (35.8
Mm-1). If it is the case, as we have argued, that the LIPM Bap is high-biased, then the transmissometer
measurement must also be high-biased. Such biases could have resulted from improper calibration of
the instrument or atmospheric turbulence along the sight-path. It is probably not possible to resolve
problems with the  tranmissometer measurements at this time.
Response of Light Extinction to Potential Reduction of MPP Sulfur Emissions

Evaluating the effects of emissions reductions on particle light extinction is straightforward if
the effect of such changes on the particle size distribution and composition can be specified. Assuming
that MPP contributes to aerosol sulfate, reducing MPP SO2 will lead to a reduction in aerosol mass and
a corresponding reduction in particle light extinction. White (1986) discussed various mechanisms by
which gaseous sulfur is oxidized and becomes incorporated into particles. These include: 1) dry
oxidation in the gaseous state followed by homogeneous nucleation or diffusion of gaseous H2SO4 onto
existing particles; 2) diffusion of SO2 to a dry particle surface followed by oxidation to sulfate on the
particle surface; and 3) diffusion of SO2 into an aqueous haze or cloud droplet followed by oxidation to
sulfate in the droplet. When the water in these droplet evaporates, the dry particle sizes increase.
Changes in particle size can strongly affect the optical efficiency with which particles scatter and absorb
light.

Homogeneous nucleation occurs only at ambient particle concentrations on the order of 10 cm-3,
much lower than that expected in the MPP plume or under even remote continental conditions.
Therefore, to the extent that MPP SO2 condenses on or into existing particles, eliminating MPP
emissions would be expected to reduce ambient particle sizes. The reality may be much more
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complicated than any of these scenarios. For example, a reduction in MPP H2SO4 could result in an
increase in particulate ammonium nitrate as ammonia becomes available to react with gaseous nitric
acid.

The reduction in light extinction corresponding to the removal of some or all of a species’ mass
from the aerosol can be described as a removal efficiency (White, 1986). For sulfate removal, which may
be related to a reduction in SO2 emissions, the removal scattering efficiency is simply:

ESO4 = ∆Bsp/∆CSO4 (2)
where ∆CSO4 is the concentration of sulfate removed, e.g., as ammonium sulfate. The amount removed
is typically taken as a constant fraction as a function of particle size. Zhang et al. (1994) and McMurry
et al. (1996) assumed that the effect of removing aerosol mass on particle size followed “growth laws”
according to which the particles were originally assumed to have been formed (Seinfeld, 1986; Seinfeld
and Pandis, 1998).

Here, we consider growth regimes which characterize growth limitation by three mechanisms:
1) the transition regime, where growth of particles 0.01-0.2 µm in diameter is limited by gaseous
diffusion to the particles; 2) surface reaction, where growth is limited by reactions on the particle
surface; and 3) volume reaction, where growth is limited by reactions in the particle volume, e.g., in a
haze or cloud droplet. The fraction of mass removed as a function of particle diameter (D) is proportional
to Dβ, D2, or D3, multiplied by the number of particles in each size bin (i.e., with diameter D), for the
transition, surface reaction, and volume reaction regimes, respectively. For the transition regime, β is
related to the particle diameter and the air mean free path  (λ=0.0651 µm, Seinfeld and Pandis, 1998):

β = (1+Kn)/(1+1.71Kn+1.33Kn2) (3)
where Kn, the Knudsen number, is equal to 2λ/D.

The MPP contribution to aerosol sulfate was estimated on a case-study basis with integrated
dispersion (Yamada, 1996) and chemistry (Seigneur et al., 1997) models. The maximum 12-hour
contribution of MPP to sulfate at Meadview was 19% on 14 August, 1992, for the 12-hour period
beginning at 1900 MST (Pitchford et al., 1999). In this case, sulfate was assumed to have been formed
by dry oxidation of SO2 in the MPP plume. Particle growth would have been limited by diffusion of
gaseous H2SO4, i.e., in the transition regime.

The IMPROVE concentrations of PM2.5 sulfate, nitrate, OC, EC, dust, and coarse-particle mass
for the Meadview sample on 14 August (1900 MST) were 1.77, 0.041, 1.05, 0.059, 0.34, and 5.6 µg/m3,
respectively and the 12-hour average relative humidity was 26%. Light scattering and absorption were
estimated assuming a homogeneous internal mixture of sulfate, nitrate, OC, and EC and an external
mixture of fine dust. The MOUDI data for the day time sample on 14 August were used to represent the
night time size distributions. Total extinction was estimated by adding coarse-particle and Rayleigh
scattering to the estimated fine-particle scattering and absorption. Because the growth functions are
continuous, ammonium sulfate was removed in small increments (0.19*1.375*1.77/ 100) and the particle
size distribution was recalculated at each step.

The initial results did not strictly conform to either the transition or surface reaction regime. That
is, given the measured size distribution, preferentially removing mass from the three smallest size bins
(out of sixteen bins) under these regimes caused the remaining mass to be negative. In other words, the
measured size distribution did not conform to the growth laws. While it is possible that particle growth
for this sample was actually limited by a volume-controlled reaction, we evaluated the effects of mass
removal under modified growth regimes. If the remaining sulfate concentration in a size bin became
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negative, we constrained it to zero, added the negative residual to the next removal increment, and
continued to remove sulfate mass from the larger size bins as a function of D according to the growth
law. This algorithm allows for removal of any specified sulfate mass concentration and for comparing
removal efficiencies for different particle growth mechanisms as a function of particle diameter.

The results are presented in Table 4. The ammonium sulfate removal efficiency is smallest for
transition regime growth because material is preferentially removed from the smaller particles.
Conversely, efficiencies are highest for the volume reaction regime and for removing sulfate mass in
equal fractions from each size bin. The latter two cases would be equivalent if the fractional ammonium
sulfate volume was constant across size bins. While the maximum difference in removal efficiencies is
significant (3.06-1.89 / 1.89 = 62%), the percent reductions in Bsp and Bep are less dramatic, ranging
from 7.2-11.7 and 3.3-5.3%, respectively.
CONCLUSIONS

MOUDI size-resolved and IMPROVE aerosol chemical data collected at Meadview, AZ during
Project MOHAVE were used to estimate particle light extinction. Variations in particle size appeared
to be related relative humidity. Light scattering was estimated using Mie theory to within about 15%.
Large discrepancies (factors of 7-12) between estimated and measured Bap are attributed to systematic
errors in the laser integrating plate Bap measurements. Light extinction estimates were largely insensitive
to assumptions about aerosol mixing state, degree of sulfate neutralization, and organic carbon
hygroscopic properties. The major components of reconstructed light extinction were Rayleigh scattering
(39.4%), scattering by coarse particles (21.2%), and scattering by fine sulfate (19.4%) and organic
carbon (8.6%) particles. It was also estimated that an MPP sulfur dioxide emissions reduction leading
to a 19% decrease in ambient sulfate concentration would result in a 3.3 to 5.3% reduction in total light
extinction, depending on assumptions about how such removal would affect the particle size distribution.
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Table 1. Physical and optical properties of aerosol chemical components

Species Mass Factora Density Refractive Index

H2SO4 1.021 1.84 1.44, i0.0
(NH4)2SO4 1.375 1.76 1.53, i0.0
NH4HSO4 1.198 1.78 1.47, i0.0
NH4NO3 1.29 1.73 1.55, i0.0
OC 1.2b 1.2b 1.55, i0.0b

EC 1.0 1.7 1.90, i0.6
Soil 1.0 2.3 1.53, i0.005

a Factor to convert ion and carbon mass to compound mass.
b These values were varied in sensitivity tests.
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Table 2. Sensitivity of estimated Bsp to assumptions about mixing state, sulfate neutralization, and OC water uptake, mass
conversion factor, density, and refractive index.

Case Mixa Sulb OC H2Oc OC Factord OC Density. OC RIe AAE (%)f Bspg

 1  Int  M     EG  1.2 1.2 1.55 14.8 10.1
 2  Ext  M     EG  1.2 1.2 1.55 14.7 10.4
 3  Int  M      0  1.2 1.2 1.55 14.4  9.9
 4  Ext  M      0  1.2 1.2 1.55 13.8 10.1
 5  Int  H     EG  1.2 1.2 1.55 15.0  9.9
 6  Int  H      0  1.2 1.2 1.55 14.6  9.7
 7  Int  M     EG  1.2 1.2 1.46 15.4  9.7
 8  Int  M     EG  1.2 1.9 1.55 18.2  8.9
:9  Int  M     EG  1.9 1.2 1.55 22.7 12.0
10  Int  M     EG  1.2 0.8 1.55 21.8 12.0

a Mixing state: internal (Int) or external (Ext).
b Sulfate neutralization: based on MOUDI (M) or HEADS (H) sampler.
c OC water uptake: as ethylene glycol (EG) or no water uptake (0).
d OC mass conversion factor.
e OC refractive index.
f Average absolute error.
g Measured fine Bsp.
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Table 3. Meadview, summer 1992 extinction budgets (Mm-1).

                                                                          Scattering                                                                
        Fine

Ammonium Fine  Coarse   Particle
Casea Sulfates    Nitrate    OC EC Dust Particles Rayleigh Absorption

  1   5.4    0.64 2.3 0.26 0.87    5.7   10.6      1.49
  2   5.1    0.62 2.6 0.43 0.87    5.7   10.6      0.87
  3   5.4    0.64 2.1 0.26 0.87    5.7   10.6      1.49
  4   5.1    0.62 2.4 0.43 0.87    5.7   10.6      0.87
  5   5.1    0.65 2.3 0.29 0.87    5.7   10.6      1.49

Ave.    5.2    0.63 2.3 0.33 0.87    5.7   10.6      1.24
 % 19.4    2.3 8.6 1.23 3.2  21.2   39.4      4.6

a From Table 3.
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Table 4. Effects of removing MPP sulfate for Meadview sample collected on 14 August 1992 (1900-
0700 MST).

     Estimated Extinction

PM2.5 Bspa  12.01

PM2.5 Bapb   0.64

Coarse Bspc   3.36
Rayleigh  10.6 
Total  26.61

%  Reduction % Reduction
Growth Regime              Efficiency (m2/g)d in Scattering in Extinction

Transition 1.89      7.2     3.3
Surface Reaction 2.29      8.8     4.0
Volume Reaction 2.91    11.2     5.1
Equal Fractionse 3.06    11.7     5.3

a Estimated PM2.5 Bsp.
b Estimated PM2.5 Bap.
c Estimated coarse scattering (as described above).
d Ammonium sulfate removal scattering efficiency.
e 19% of the sulfate concentration in each size bin was removed.
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FIGURE CAPTIONS

1. Measured PM2.5 Bap versus Estimated Bap: a) homogeneous internal mixture; b) external mixture.
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ABSTRACT

Multiple regression has been widely used to apportion particle light
scattering among distinct chemical species.  The resulting scattering
budgets are shown here to be unbiased estimates under certain theoretical
conditions.  The theory allows species' particle size distributions and water
uptakes to vary from sample to sample, as they are known to do in reality. 
The sole constraint is that variations in each species' characteristics be
statistically independent of all species' concentrations.  Individual
violations of this condition cause identifiable biases, and multiple
violations can offset each other to yield regression estimates that are
accurate by accident.  Detailed and summary accountings of statistical
errors are illustrated for examples based on actual measurements.

INTRODUCTION

We often wish to resolve a pollution effect into a sum of contributions from different
types of emissions.  The light scattering budget used to apportion visibility effects is a familiar
example of such accounting (e.g. Sisler and Malm, 1994).  A scattering budget represents
scattering by particles, σsp (Mm-1), as a linear function of particulate species concentrations, xj

(µg/m3):
σsp = Σejxj. [1]

The term ejxj represents the scattering attributed to the jth species.  The mass-specific scattering
coefficient ej (Mm-1/[µg/m3] = m2/g), often referred to as an "efficiency", depends on the species'
refractive index, water uptake, and particle size distribution (White, 1986).

Of all air pollution effects, reduced visibility is the best understood at the level of
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physical law.  With sufficiently comprehensive measurements of individual particles, the
scattering coefficient could be calculated directly from electromagnetic theory.  Actual field
measurements are of course incomplete chemically and/or aggregated over many particles. 
However, the most detailed of these measurements can be augmented by plausible and consistent
physical assumptions to define model aerosols that do support theoretical calculations (Sloane,
1983; Zhang et al., 1994; Lowenthal et al., 1995).  Such hybrid models express our present
understanding of the functional relationship between visibility and atmospheric composition.

Multiple regression is sometimes substituted for theoretical modeling in visibility
analyses (e.g. Appel et al., 1985).  Most particle composition data are from filter measurements
that aggregate particles of all diameters up to 2.5 µm or more.  These unresolved measurements
are inadequate for theoretical calculations, because light scattering is a strong function of particle
size.  If actual scattering is also measured, however, its regression on bulk composition yields an
empirical relationship similar to [1]:

σsp = Σej
OLS.xj ±ε. [2]

The scatter ε in [2] is typically small, accounting for less than 10% of the variance in σsp.  The
regression coefficients ej

OLS are interpreted as estimates for the specific scattering coefficients ej

(White, 1976; Anderson et al., 1994). 

Although similar to each other in form, equations [1] and [2] represent different
relationships.  Equation [1] is a theoretical relationship, and holds exactly for individual aerosol
samples in which distinct species are mixed externally, as distinct collections of particles.  The
specific scattering coefficients ej for external mixtures can be calculated directly from particle
charactistics, and describe a causal relationship between scattering and mass concentration.  In
contrast, equation [2] is an approximate description of multiple samples of aerosols in which
species are arbitrarily mixed.  The regression coefficient ej

OLS describes an observed association
between adventitious variations in scattering and concentration.  White (1986) presented
idealized examples of atmospheric fluctuations that would be unrepresentative of the
perturbations expected from changed emissions. 

This paper assesses the practical importance of the theoretical distinction between
specific scattering and regression coefficients.  The examples of White (1986) show that the
atmosphere may respond to novel perturbations in ways not observed among existing
fluctuations.  One might still hope, however, that such hypothetical distinctions would somehow
"average out" in the real atmosphere.  The question may be framed as follows:  how reliably do
regression analyses of observed atmospheric data illuminate the underlying causal dependence of
scattering on aerosol composition?
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METHODS AND DATA

Experimental comparisons between ej and ej
OLS can be difficult to interpret.  In situ

observations of ej are available only for "species" that can be isolated for measurement, such as
particle size ranges that one can sort aerodynamically or electrostatically (e.g. White et al., 1994).
 Calculation of ej from particle measurements requires many assumptions (Lowenthal et al.,
1995).  The regression coefficients ej

OLS are straightforward statistics of observables, but can be
sensitive to measurement precision (White and Macias, 1987) and model selection (Sloane,
1988).  Differences between ej and ej

OLS can arise from any of these factors in addition to the
distinction of interest here, which is the distinction between atmospheric fluctuations and
emissions perturbations. 

McMurry and coworkers at the University of Minnesota Particle Technology Lab (PTL)
have described aerosol models that integrate detailed particle measurements with electromagnetic
theory (McMurry and Zhang, 1991; Zhang et al., 1993; Zhang et al., 1994; McMurry et al.,
1996).  Their work yields synthetic observation sets for which the exact relationship of scattering
to particle composition is known a priori.  Within the closed worlds of these models, both
scattering and concentration "measurements" are made without error.  More importantly, the
assumptions on which specific scattering coefficients are calculated are known to be valid.  The
PTL models thus offer us a virtual laboratory in which ej and ej

OLS are directly comparable.

The next section identifies theoretical conditions under which classical regression
analyses yield unbiased apportionments of light scattering to individual particle species.  It goes
on to derive an equation that relates errors in the regression estimates to violations of these
conditions.  The equation offers a "statistical microscope" that resolves the difference ej

OLS-ej into
distinct components, each arising from atmospheric correlations that regression analysis neglects.
 A subsequent section illustrates this "microscopic" view with an example application to PTL
model data.

In order to focus on statistical issues without distractions from particle-size dynamics (cf.
White, 1986), attention in the next two sections will be restricted to external mixtures.  The exact
linearity of the scattering/mass relationship in this special case facilitates comparisons with the
necessarily linear approximations produced by regression.  The extension to aerosol models that
include internal (within-particle) mixing is straightforward.

The examples considered in the present paper are based on comprehensive fine-particle
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measurements from the Southern California Air Quality Study (SCAQS).  SCAQS yielded
complete data sets for 33 four-hour daytime samples and 11 twelve-hour overnight samples
during the summer of 1987 at Claremont (McMurry and Zhang, 1991).  Bimodal lognormal
particle size distributions were determined from impactor data for organic and elemental carbon,
sulfate, nitrate, and other ions, and iron.  Aerosol water uptake was determined by tandem
differential mobility analysis (TDMA) (McMurry and Stolzenburg, 1989).

In our examples, the aerosol is modeled as a mixture of nitrate, sulfate, carbonaceous, and
soil particles (McMurry and Zhang, 1991).  Each chemical fraction is given its observed particle
size distribution and assigned unbound water inferred from TDMA.  Scattering coefficients for
the resulting particle distributions are calculated from electromagnetic theory for spheres (Bohren
and Huffman, 1982).  The calculations show reasonable agreement with measured scattering
coefficients (not used here).  Results are insensitive to details of the aerosol model, however, so
the agreement with observations provides no support for external mixing in the actual aerosol
(McMurry et al., 1996).

THEORY

The energy scattered by a collection of particles is the sum of the energies scattered by
individual particles.  Aerosols whose constituents are partitioned into mutually exclusive classes
of particles are thus natural subjects for scattering budgets.  Such aerosols are described as
external mixtures (Jaenicke, 1978).

Distinct species in an externally mixed aerosol consist of disjoint subsets of the aerosol's
particles.  Each subset can be regarded as a subaerosol, whose contribution to total scattering is
the sum of the contributions from its member particles.  The jth species in an external mixture
thus has a well defined scattering coefficient σj, and the total scattering is the sum of species
contributions: σ = Σσj. 

The specific scattering of an externally mixed species j is defined as the ratio ej = σj/xj of
species scattering to species mass.  To distinguish specific scattering coefficients (ej,  m2/g) more
clearly from species’ scattering coefficients (σj, Mm-1), we shall often refer to the former as
efficiencies (cf. White, 1986).  Scattering is a strong function of particle size, and a species'
distribution with respect to particle size responds to atmospheric processes and shifts in the mix
of emissions.  The efficiency ej thus varies from sample to sample; we shall treat these variations
as random fluctuations about a population mean, the expected value.



5

Efficiencies are modeled as random variables that are statistically independent of species
concentrations.  More precisely, let eij be the efficiency of species j in observation i, and let E(ej)
be the expected value of ej in the sampled atmosphere.  Let xij be the concentration of species j in
sample i, and suppose that a series of n samples yields the matrix x = x11,...,x1k;x21,...,x2k;...;xn1,
...xnk of observed concentrations.  When we refer to the fluctuations in ej as random, we mean
that knowing all concentrations measured in all observations doesn't help to predict the efficiency
eij associated with any individual observation.  The conditioned expectation remains the
unconditioned mean:

E(eij│x) = E(ej) for each i and j. [3]
For notational economy the population mean E(ej) will be indicated simply by ej in the remainder
of this paper, individual values eij from the population being distinguished by the added
subscript.

Vasconcelos et al. (1994) reported an instance of conditions likely to fail condition [3]. 
Near the Grand Canyon in summer, they found a statistical association between high relative
humidities and high sulfate concentrations.  This suggests that E(RHi│high xi,sulfate) >> 0.  High
humidities inflate sulfate scattering/mass ratios, because unbound water increases the scattering
cross sections of hygroscopic particles without increasing measured species mass (Charlson et
al., 1978).  This means E(ei,sulfate│RHi>>0) > esulfate, suggesting E(ei,sulfate│high xi,sulfate) > esulfate,
since E(RHi│high xi,sulfate) >> 0.  But E(ei,sulfate│high xi,sulfate) > esulfate is contrary to [3].

Following Cass (1979) and Trijonis (1979), many analysts have accounted for the effect
of humidity on scattering by introducing a modified concentration, xij,wet = xij/(1-RHi).  To the
degree that eij = eij,dry/(1-RHi) accurately models the functional dependence of scattering
efficiency, the change of variable allows analysis to proceed in terms of a "dry" efficiency that is
independent of humidity:

σij = eijxij = [eij,dry/(1-RHi)]xij = eij,dry[xij/(1-RHi)] = eij,dryxij,wet.

The mean efficiencies ej (wet or dry) provide an approximate description of scattering as
a deterministic function of species concentrations:

σi = Σjejxij + εi,
where

εi = Σj(eij-ej)xij. 
By condition [3], the ej suffice to apportion mean scattering.  Letting meani denote the mean over
all observations, we have: 

meani[σij] = meani[eijxij] ≈ meani[E(eijxij│x)] = meani[E(eij│x)xij] = meani[ejxij] =
ejmeani[xij].
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The simultaneous equations describing all n samples take the matrix form
σσσσ = xe + εεεε, [4]

where σσσσ and εεεε are column n-vectors and e is a column k-vector.  The total scattering σσσσ and
species concentrations x are fixed by measurement, and the error εεεε carries all of the randomness
introduced by variations in the scattering efficiencies.  If n≥k and εεεε is negligibly small, then [4]
provides  an overdetermined set of equations for the unknown vector e of mean scattering
efficiencies, in terms of the measured quantities σσσσ and x.

Classical regression analysis estimates e as the ordinary least squares solution to [4]
(Seber, 1977),

eOLS = (xTx)-1xTσσσσ.  [5]
The error δδδδ = eOLS - e in this estimate depends on the random error in the deterministic
relationship:

eOLS = (xTx)-1xT(xe+εεεε)
= e + (xTx)-1xTεεεε. [6]

Equation [3] implies that δδδδ has zero expectation: 
E((xTx)-1xTεεεε│x) = (xTx)-1xTE(εεεε│x) = 0, because E(εi│x) = E(Σj(eij-ej)xij│x) = ΣjxijE(eij-ej│x) = 0
for each i.  Given [3], eOLS is thus an unbiased estimate for e:

E(eOLS│x) = e.

The error δδδδ = (xTx)-1xTεεεε in eOLS arises from empirical associations between concentrations
and efficiencies.  The derivation of [4] shows that εεεε = Σhεεεε(h), where εεεε(h) is the vector whose ith

entry is (eih-eh)xih, h=1,...,k.  The only optical properties involved in εεεε(h) are those of species h;
εεεε(h) = 0 for a species with constant efficiency eih ≡ eh.  The estimation error is the sum δδδδ =
Σhδδδδ(h), where δδδδ(h) = (xTx)-1xTεεεε(h).  The only optical properties involved in δδδδ(h) are again those
of species h; δj(h) represents the effect of variations eih-eh in the actual efficiency of species h on
the estimated efficiency ej

OLS of species j.  As shown above, fluctuations in efficiencies affect
eOLS only when they correlate in some fashion with species mass concentrations; however, δj(h)
is not a simple function of individual correlations.

The error δj = Σhδj(h) in the estimate ej
OLS for any species j can be apportioned into

contributions associated with concentration dependences in the scattering efficiency of that and
each other species h.  The aggregate error δj = ej

OLS-ej can also -- and more easily -- be calculated
as the difference between the regression estimate and the true mean (Sloane, 1988).  The
"microscopic" view offered here carries useful additional information, however, even if this
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information is not easily interpreted in terms of simple aerosol statistics.  The decomposition δj =
Σhδj(h) can reveal estimates to be accidentally -- and thus ungeneralizably -- successful, because
they result from offsetting errors in the estimation model. 

EXAMPLE

This section illustrates the foregoing ideas with a concrete example based on SCAQS
measurements.  McMurry and Zhang (1991) integrated SCAQS data into various detailed models
of the ambient aerosol.  We focus here on a model depicting the aerosol as an external mixture of
four chemically distinct particle types:  nitrate, sulfate, carbonaceous, and soil. 

As part of SCAQS, particle size distributions of chemical species were measured with
Berner (sulfate and nitrate), MOUDI (carbon), and DRUM (soil iron) impactors in each of 44
sequential observation periods (Zhang et al., 1993).  For each species and each period, McMurry
and Zhang (1991) computed an individual scattering efficiency eij, accounting in the process for
water uptakes inferred from TDMA data.  The modeled scattering efficiencies thus vary from
sample to sample, responding to changes in both size distribution and water content.  These
variations are evident in the standard deviations of Table 1, which summarizes modeled mass
concentrations and scattering efficiecies, and Tables 2 and 3 show they are not necessarily
random.

Total fine particle scattering in each sample is the sum of the contributions by individual
species,

σi = ei,nitratexi,nitrate + ei,sulfatexi,sulfate + ei,carbonxi,carbon + ei,soilxi,soil. 
(The concentrations xi,j appearing here are from the same impactor data used in the calculation of
ei,j; since the species are modeled as externally mixed, their modeled total scattering is in fact
defined by this sum.)  The mean over all 44 samples is thus the sum of the mean contributions,

meani(σi) = meani(ei,nitratexi,nitrate) + meani(ei,sulfatexi,sulfate)
+ meani(ei,carbonxi,carbon) + meani(ei,soilxi,soil).     [7]

Equation [7] provides an exact, causal budget for light scattering, given in column 1 of Table 4.

The mean products on the right-hand side of [7] are typically estimated in practice as the
products of the factor means:  meani(eijxij) ≈ meani(eij)meani(xij) = ejmeani(xij).  This approach
rests on the assumption (equation [3]) that scattering efficiency is statistically independent of
concentration.  Column 2 of Table 4 gives the components of the resulting approximate budget:

meani(σi) ≈ enitratexnitrate + esulfatexsulfate + ecarbonxcarbon + esoilxsoil, [8]
where xj = meani(xij).
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The approximate scattering contributions from [8] agree with the exact contributions
from [7] to within 10 percent.  Differences arise from empirical associations between scattering
efficiency and concentration.  The discrepancies can be expressed as follows in terms of sample
standard deviations (sdi) and correlation coefficients (ri) over all observations:  meani(eijxij)-
meani(eij)meani(xij) = sdi(eij)sdi(xij)ri(eij,xij).  In the case of nitrate, for example, the relevant
entries in Tables 1 and 3 yield 77Mm-1 - 71Mm-1 = (1.5µg/m-3)(8.9m2/g)0.44.

The mean scattering efficiencies ej appearing in [8] are of course usually unknown, and
must themselves be estimated.  Regression of total scattering on species concentrations yields the
estimates ej

OLS shown in column 2 of Table 5.  Although the regression model fits the data well
(r=0.960), the true values enitrate and esoil (column 1) lie outside the 95% confidence intervals of
the regression estimates enitrate

OLS and esoil
OLS.  Substitution of the regression estimates for the

mean scattering efficiencies in [8] yields the regression budget for particle light scattering,
meani(σi) = enitrate

OLSxnitrate + esulfate
OLSxsulfate + ecarbon

OLSxcarbon + esoil
OLSxsoil, [9]

given in column 3 of Table 4.  A comparison with the exact budget (column 1) reveals
substantial inaccuracies in the regression estimate.

In an ordinary application, a puzzlingly high regression coefficient for nitrates might
plausibly be attributed to a negative artifact in the mass measurement.  The coefficient would
then be interpreted as the ratio of [total] in situ nitrate scattering to [partial] filtered nitrate mass,
the mass measurement being biased by losses to volatilization.  Similarly, an insignificant
coefficient for soil might be attributed to imprecise determinations of the trace elements used to
estimate soil mass.  These explanations are inapplicable here, however, because the nitrate and
soil components of the model aerosol supplying our scattering data are precisely as represented
by our mass data.

The errors in the regression estimates ej
OLS, like those in the approximate budget [8], are

traceable to associations in the data between scattering efficiencies and concentrations.  Table 6
gives for our example the decomposition of the error vector δδδδ = Σhδδδδ(h) derived in the preceding
section.  Column h is the component vector δδδδ(h) arising from concentration dependences in the
scattering efficiency of species h; statistically significant effects (p<=0.05) are  underlined.  The
entry δj(h) on row j represents the error these contribute to the estimate for species j.  The sum of
all entries in row j is the total error ej

OLS-ej = δj; for example, enitrate
OLS-enitrate = 7.5 - 5.4 = 1.3 +

1.0 - 0.3 + 0.1.  Statistical significance was determined by bootstrap resampling.

Table 6 illustrates differing ways in which regression analysis can yield unreliable
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estimates of scattering efficiency.  The significant positive error enitrate
OLS-enitrate reflects the

reinforcing effects of significant concentration dependences in two species' scattering
efficiencies.  The negative error esoil

OLS-esoil, whose statistical significance is less pronounced,
reflects the reinforcing effects of individually insignificant concentration dependences in all four
species' scattering efficiencies.  Only the sulfate estimate esulfate

OLS is "right for the right reasons,"
involving no significant violations of the statistical assumption [3].

The most troubling result concerns the carbon estimate, which seems almost as accurate
as the sulfate estimate.  The regression coefficient ecarbon

OLS is well within its estimated
uncertainty (p<= 0.05) of the true value.  Our microscopic view suggests this superficial
agreement is fortuitous, however.  Table 6 shows that it conceals offsetting errors produced by
significant concentration dependences in esulfate and ecarbon. 

Our analysis to this point has not explicitly accounted for the effects of water uptake by
hygroscopic species.  The high correlation observed in Table 3 between the scattering
efficiencies of nitrate and sulfate suggests that both are driven by ambient variations in relative
humidity.  The influence of humidity on nitrate and sulfate scattering can be addressed by the
conventional transformations eijxij = [eij,dry/(1-RHi)]xij = eij,dryxij,wet described earlier.  The often-
disregarded influence of humidity on organic carbon scattering also deserves attention (Saxena
and Hildemann, 1996), but is as yet poorly characterized.  For simplicity and consistency with
past practice (e.g. Groblicki et al., 1981), xcarbon,wet and xsoil,wet are accordingly set equal to xcarbon

and xsoil in what follows. 

Regression of total scattering on the RH-adjusted concentrations xi,nitrate/(1-RHi),
xi,sulfate/(1-RHi), xi,carbon, and xi,soil yields the estimates shown in column 4 of Table 5.  Note that
the transformation of nitrate and sulfate concentrations changes the regression coefficients for the
untransformed carbon and soil concentrations.  Table 7 shows the structure of the errors also to
be quite different.  Substitution of the new estimates in [8] yields a revised scattering budget,
meani(σi) = enitrate,dry

OLSxnitrate,wet + esulfate,dry
OLSxsulfate,wet + ecarbon

OLSxcarbon + esoil
OLSxsoil, [10]

given in column 4 of Table 4.

Accounting for RH in the regression yields mixed results for our example.  The new
estimates of scattering efficiencies for nitrate and soil are within their estimated uncertainties
(p<= 0.05) of the true values (Table 5), and yield much more realistic contributions to scattering
(Table 4).  The RH-adjusted sulfate efficiency remains close to the true RH-adjusted value (Table
5), but yields a less realistic contribution to scattering (Table 4) when multiplied by RH-adjusted
concentration.  The fortuitous accuracy of the carbon estimate is lost, with the offsetting errors of
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the earlier version replaced by reinforcing errors in the new (Table 7). 

Figure 1 summarizes the foregoing estimates of scattering efficiency, along with others
from regressions allowing the intercept to float, a common option.  For the particular set of
observations examined here, the chemically resolved scattering efficiencies derived from
regression analysis are not obviously more informative than the overall mean ratio of total
scattering to total mass.

Before leaving this example, we may note that our model data set was an ideal candidate
for regression analysis. 
i The functional dependence of total scattering on species concentrations is exactly linear,

because the species are externally mixed. 
ii The regression model is perfectly specified, because there are no “unmeasured” species,

no “background” scattering. 
iii The predictor variables are known without error, because the response variable is

calculated from these as measured. 
The errors in our apportionments resulted from the inevitable tradeoff for regression’s limited
data requirements.  The non-random variations in scattering efficiency which biased our
estimates were simply undetectable, without information that went beyond species concentrations
and total scattering.

NON-EXTERNAL MIXTURES

Detailed analyses by McMurry and Zhang (1991) indicated that some species in the actual
SCAQS aerosol were probably mixed within individual particles.  This section briefly indicates
the methodological adjustments that must be made to accommodate more realistic aerosols in
which distinct species are not distinct sub-collections of particles. 

The fundamental complication introduced by non-external mixtures is that individual
species no longer possess unambiguous scattering coefficients of their own (White, 1986). 
Unlike scattering by separate particles, the scattering by a single particle is not a sum of
contributions from its constituent parts.  Various accounting schemes can be used to construct
within-particle scattering budgets, but the resulting apportionments are necessarily somewhat
conventional.  Their attribution of scattering to a species does not necessarily yield the quantity
of practical interest, which is the scattering decrement to be expected from the reduction or
elimination of that species. 
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The problem is easily seen if we imagine two species of Rayleigh scatterers, of similar
size and refractive index.  A mixed dimer particle, formed from one monomer of each species,
scatters approximately four times the energy either monomer does on its own.  Thus, although
neither component “contributes” more scattering than the other, removing either monomer
reduces dimer scattering by more than half.

Scattering efficiency can still be defined as the ratio of scattering decrement to mass
decrement when a species is removed in a specified manner, the decrements referring to the
(observable) properties of the whole aerosol (White, 1986).  This generalizes our previous usage
for external mixtures, because the species contributions in that case do add to the aerosol total. 
As shown by our Rayleigh illustration, however, the correspondingly generalized “contributions”
ejxj need no longer add to the total σsp. 

Our Rayleigh illustration shows that the accounting described by equation [1] need not
balance when species are non-externally mixed.  Regression analysis can regard imbalances in
individual observations as errors of either model formulation or extinction measurement.  If we
expect the imbalances to be small and vary randomly from one observation to the next, we may
proceed as before to estimate mean scattering efficiencies as the regression coefficients in [2].  If
we expect the imbalances in [1] to favor one side consistently over the other, we may instead
allow the intercept in our regression to float.  In either approach the general analysis of
estimation error must expand to include terms involving correlations with the imbalance.

Figure 2 shows exact and estimated scattering efficiencies for a model of the SCAQS
aerosol as an internal mixture.  Although aerosol mixing structure is critical to the theory, it has
little practical effect on scattering efficiencies modeled or estimated for the SCAQS observations.

SUMMARY

The foregoing sections examined the theoretical basis for apportioning light scattering
among species whose particle size distribution and water uptake can vary from sample to sample.
 For clarity and simplicity, we focused on the ideal case of external mixtures and accurate
measurements.  We demonstrated in this setting that multiple linear regression yields unbiased
apportionments, under a statistical condition that may or may not be satisfied in the actual
atmosphere. 

The theory developed here requires that each species' scattering efficiency vary
independently of all species' mass concentrations.  Explicit formulas can be derived that relate
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violations of this condition to biases in the regression estimates.  These formulas allow us to
resolve the aggregate errors in regression estimates into distinct components, each traceable to a
different species' scattering efficiency.  The decompositions can show "accidentally" accurate
estimates to conceal offsetting component errors.  This line of analysis was illustrated with a
concrete example based on actual measurements of species size distributions and water uptake. 

This paper identifies theoretical conditions that justify regression apportionments of light
scattering, but does not address the generality with which these conditions are satisfied in actual
applications.  Application of our methodological tools to a variety of other settings is needed to
establish the representativeness of our empirical results. 
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mean(xj) sd(xj) mean(ej) sd(ej)
  j µg/m3 µg/m3 m2/g m2/g
Nitrate 13.3 8.9 5.4 1.5
Sulfate 9.5 4.6 5.1 1.4
Carbon 12.3 5.8 5.8 0.7
Soil 4.8 2.4 2.8 1.5

Table 1.  Summary statistics for external mixture model of SCAQS aerosol.  Columns give
arithmetic means and standard deviations of species mass concentrations and scattering
efficiencies. 

correlation, r xj

Nitrate Sulfate Carbon Soil
Nitrate 1 0.47 0.43 +

ej Sulfate 0.93 1 0.38 -
Carbon + + 1 +
Soil - - - 1

Table 2.  Pearson coefficients for inter-species correlations of mass concentration (above
diagonal) and scattering efficiency (below diagonal) in external mixture model of SCAQS
aerosol.  Signs are indicated for all correlations; values are given only where statistically
significant (p<=0.05).

correlation, r xj

Nitrate Sulfate Carbon Soil
Nitrate 0.44 + - -

ej Sulfate 0.44 + - -.39
Carbon - + 0.34 -
Soil + - - -

Table 3.  Pearson coefficients for correlation of scattering efficiency (ej) with mass concentration
(xj) in external mixture model of SCAQS aerosol.  Signs are indicated for all correlations; values
are given only where statistically significant (p<=0.05). 
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m(ejxj) m(ej)m(xj) ej
OLSm(xj) ej,dry

OLSm(xj,wet)
  j equation [7] equation [8] equation [9] equation [10]
Nitrate 77 71 100 69
Sulfate 50 48  55 38
Carbon 73 72  58 97
Soil 13 13 - 1 11

Table 4.  Exact (first column) and estimated (second through fourth columns) contributions
(Mm-1) to mean scattering in external mixture model of SCAQS aerosol.  Column headings are
simplified from notation in text:  m(xj) = meani(xij), m(ej) = meani(eij), etc.

mean(ej) ej
OLS mean(ej,dry) ej,dry

OLS

  j m2/g m2/g m2/g m2/g
Nitrate 5.4 7.5±0.6
Sulfate 5.1 5.8±1.0
Carbon 5.8 4.7±0.8 5.8 7.9±0.6
Soil 2.8 -.3±1.5 2.8 2.3±1.4
Nitrate/(1-RH) 2.2 1.9±0.2
Sulfate/(1-RH) 2.1 1.6±0.4

Table 5.  Mean scattering efficiencies for external-mixture model of SCAQS aerosol, compared
with regression estimates from equation [5].  Regression coefficients are accompanied by
standard errors, and are underlined if they disagree (p<=0.05) with the true means.
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δj(h), m2/g δδδδ(h)
Nitrate Sulfate Carbon Soil

Nitrate 1.3 1.0 -.3 0.1
j Sulfate 0.4 0.2 0.2 -.1

Carbon -.9 -.7 0.5 0.1
Soil -1.2 -1.0 -.6 -.3

Table 6.  Decomposition of estimation errors ej
OLS-ej in Table 5.  Entries in column h arise from

concentration-dependent variations in the scattering efficiency eh of species h; the sum of the
entries in row j is the error ej

OLS-ej in the regression estimate for species j.  Statistically
significant (p<=0.05) values are underlined.

δj(h), m2/g δδδδ(h)
Nitrate Sulfate Carbon Soil

Nitrate -.1 -.1 -.1 0.0
j Sulfate -.3 -.2 0.1 -.1

Carbon 0.7 0.7 0.5 0.1
Soil 0.5 -.2 -.6 -.2

Table 7.  Decomposition of estimation errors ej,dry
OLS-ej,dry in Table 5.  Entries in column h arise

from concentration-dependent variations in the dry scattering efficiency eh,dry of species h; the
sum of the entries in row j is the error ej,dry

OLS -ej,dry in the regression estimate for species j. 
Statistically significant (p<=0.05) values are underlined.
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Figure 1.  Mean scattering efficiencies for the external mixture model of the SCAQS aerosol. 
Short horizontal lines indicate exact model values for the indicated chemical species.  Symbols
indicate estimates from regression with zero or floating intercept, and implicit or explicit
treatment of humidity.  For the implicit RH treatment, the exact mean(ej) and zero-intercept ej

OLS

are from respectively the first and second columns of Table 5.  For the explicit RH treatment, the
corresponding mean(ej,dry) and ej,dry

OLS from the third and fourth columns of Table 5 are
multiplied by mean(1/(1-RH)) to facilitate visual comparison. 

The long horizontal line marks the observable mean efficiency of the total aerosol.  Standard
deviation and standard errors are indicated for the bulk efficiency and regression estimates.

Figure 2.  Mean scattering efficiencies for the internal mixture model of the SCAQS aerosol. 
Plotting conventions are as in Figure 1.
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General Comments
The standards of review that I used were based on Mary Ann Allan's letter of

October 1, 1998. They were the following:
1. Technical Soundness

This I interpreted as the same standard used in reviewing scientific
manuscripts. It is essentially the question in Mary Ann's letter of
"are the assumptions valid, analytical methods sound and
conclusions defensible?"

2.  Report Presentation
I started with the question of "are the conclusions accurately and
understandably conveyed by the text?" I tried to apply the
standard of a formal presentation to an EPA official.

First, a disclaimer. I am considered a rather tough reviewer. I hope that the
technical committee understands that I am not trying to pick on them - but that I
generally reject more scientific papers than I accept.

I found the report to be basically technically sound. The logic of the report is the
following: 

I . There was no correlation between the tracer from the Mohave Power
Plant (MPP) and the extinction measured at Meadview. However, there
was a correlation with relative humidity and the tracer from Los Angeles.
(I understand the argument that this does not mean there is no effect from
MPP. White et al 1998).

2. The TracerMax approach yielded a maximum impact during the intensive
period of 23% (based on 10% conversion, some mass to scattering
assumption and the measured extinction coefficient). I assume that there
was no significant dispute of this number or it would have been reflected
in the report.

3. The debate then is simply how much lower than 23% is MPP's e ffe c t.
4. Given the widely different models used, the 90th percentile range of 1-5%

appears to be reasonable.



Basically, this is all the report needs to say. Most of the rest of the report appears
to be filler demonstrating that a lot of work was done. As a result, much of the
material should be moved to appendices.

I found the report presentation to be abysmal. This report reads as if sections
were dumped on someone's desk and they made a valiant, but unsuccessful, effort to
stitch them together. There is very little continuity, each sections reads as if a
different person wrote it. While some difference in style is unavoidable in a report
this long, an effort should have been made to have some consistency.

The authors seem to assume that only the Executive Summary and the
Conclusion will be read. As a consequence they appear to have been written by
committee. Needless to say, this was an excruciating and deathly boring report to
read. I have lots of comments on this also, but since my primary job was not to be a
technical editor, my comments are relatively brief.

As a general comment, it is not clear where the report represents consensus
and where fuzzy language is used because various factions could not agree. What
appears to have happened is that the various factions contributed their sentences and
they were all included. This makes the report difficult to read. The EPA people that
read the report will understand that the various groups have different points of view.

Someone needs to take charge and give the report more focus. If the various
factions don't like it - let them include a dissenting opinion in an Appendix.

Major Technical Comments

My first major technical comment is that there is a problem with the
measurement of the aerosol radiative properties. The single scattering albedo (the
ratio of scattering to extinction) reported by the report on page 66 (~0.6) is more
typical of a polluted urban area. I have attached a copy of a recent review by
Heintzenberg et al (1997) showing a 0.7 value from Malm et al. (1996) in Figure 1.
Heintzenberg et al (1997) conclude that the 0.7 value is an "unrealistic outlier."

The Report mentions that the absorption measurements could be off by a factor of 2.
The specific issue of the IMPROVE absorption measurements was discussed by Hufftnan
1996a,b (and commented on by Horvath 1996). Huff-man claimed that the absorption
measurements were not wrong - it was the elemental carbon measurements. Horvath
disagreed (as do I). Needless to say, the issue has not been settled (Heintzenberg et al
1997) and won't be any time soon.

The MOHAVE Report need not get into this debate. The Report creates its
own problem by using calculated extinction coefficients (humorously called a
"reconstruction") as alternative way of presenting the results. The Report should just
use the measured transmissometer values for extinction and include an error estimate



(perhaps mentioning that the calculated values underestimate the extinction
coefficient). Then the Report doesn't have to get into the problems of the absorption
coefficient measurement and the fact that the extinction coefficient calculations are
less than the transmissometer values.

My second major technical comment is that all the "models" listed in Table A
of the Executive Summary and discussed in the Report are treated as if they are
equal. This is reflected in the presentation of the range of values. While this finesses
the problem of some people objecting to their model being considered less
appropriate it is also stupid. There should be some identification in the Executive
Summary of which models gave which results. Again, it will not be a surprise to the
EPA people that different groups have approaches that give different results.

My third major technical comment is actually my complements to the people
who did the computer simulation of the scenes. I thought this was excellent.
Unfortunately, it became almost irrelevant since the estimated impacts were so low
and got very brief mention in the report. The only concern I have is that there needs
to be some "test case" that can be used to evaluate if the computer display and
presentation is accurate. But I thought the ability to switch between different scenes
was wonderful. The description of the computer simulations in the Report seems out
of date (scenes didn't seem to match with pg 159 etc; reference to photographs, etc).
I assume that this part will be rewritten.



Specific Comments - page by page

Executive Summary

Pg i. First paragraph, line 4: The pronoun "It" appears to be the same as "the draft
MOHAVE report" making the sentence unclear.

Pg i. Second paragraph, line 4: The term perfluorocarbon tracer is abbreviated to
PFT in Table A of the summary - PFT should be defined here.

Pg i Fourth paragraph, carryover sentence: The term "highly uncertain results" is
unnecessarily pejorative. The sentence could be reworded to say 64 model predictions
are limited by the knowledge of the complex ... "

Pg ii First paragraph, last sentence: One problem I had with the Report was
understanding why after no correlation was found with the MPP tracer and
extinction coefficient at Meadview, the project didn't just end. Instead, the people
waited several years and started a new round of analysis. So in 1998 (almost 1999)
there is a report discussing 1992 data. This senter1ce did nothing to clear up the
mystery. Since I don't know the answer I can't suggest a better sentence.

Pg iii First paragraph, first sentence: "new and refined" sounds like a commercial.
Just use "the methods listed in Table A" or some other more neutral term.

Pg iii Second paragraph, second sentence: "conceptual model" is pompous. Just use
"... a description of the conditions required.."

Pg iii Second bullet, first sentence: OK, one of my pet peeves is the expression "we
know that." It is sprinkled throughout the report.

Pg iv Table A: The Table is somewhat confusing since it has so much information in
it. Originally, I thought it should be moved - but I think it helps more than it hurts (it
looks intimidating). I would try to trim it a bit and reference the more detailed
discussion in the text.



Pg iv bullet: One thing that confused me initially was that there were two tracers
released. Here and the next bullet should use MPP tracer.

Pg v second bullet: The term "no pattern of association" is a weasel term. if the
"analysts" mean correlation - then say it. I assume there was a fair amount of debate
on the subject. But this term is not the solution.

Pg v third bullet: If the analyses are not summarized below, then reference them, i.e.
White, et al (1998)

Pg v fourth bullet: Again "we know that". This sentence would make my English
teacher roll over in her grave.

Pg v fifth bullet: Again "we know that". This bullet has obviously been fought over
and reads like it. Perhaps a reference to the Tracer Max calculation would help.

Pg v last bullet: I hope Ian Sykes will help reword this mess. I think the bullet is
trying to say that given a highly complex, turbulent field, prediction of individual
events is highly uncertain.

Pg vi first bullet, third sentence: This sentence is idiotic and embarrassing just
delete it.

Pg vi third bullet Per my comments above, the contribution should not be presented in two
ways -just use the measured values. Don't get into debates when you don't have to.

Pg viii Table E: This should be deleted.

Pg ix second full bullet, second to last bullet: This sentence is unnecessarily shrill.
Just call it an upper bound. The EPA people will know what you mean. Sentences
that use "our understanding of the physical atmosphere" are stupid.

Pg ix: last bullet (finally): The last two sentences are so vague as to be virtually
meaningless. Is it so hard to state what statistical tests the analysts’ used? I think the
second to last sentence means correlation - but I'm not sure. The last sentence seems to
imply that the high values predicted by "some of the models" (which ones?) do not
appear in the data. Since this is the last bullet - It is important to get it right.

Table of Contents

Pg x subsection heads: Yes, I even have criticisms of the Table of Contents.
Actually, it shows the lack of consistency. Some subheads are questions (What is
Light Extinction?) and some are not. While perhaps useful in breaking the
monotony, it is unnecessary and Section 9 (Source Contributions) comes off as
condescending.



Chapter 1

Pg 1 first sentence: The MOHAVE project was/is longer than one year. Only the
field program was one year long.

Pg 2 3 lines from bottom: "a" should be "at"

Pg 3 second paragraph goal 5: Should be "attempt to reconcile" the interpretations -
there doesn't appear to be complete consensus. ,

Pg 3 last paragraph, 4th line from bottom: I may be splitting hairs here but presenting
a range from different models is not consensus. Consensus would be if one model
was given the most credibility. This report does not do that.

Chapter 2

Page 4 sixth full line from bottom: Should be Page, AZ

Pg 5 figure 2- 1: This figure needs work. MPP should have a white dot where the
plant is. It would be helpful to put in the Colorado River.

Pg 6 first line: Should be southwestern

Pg 8 third paragraph: should be m s-1 not ms-1

Pg 10 second paragraph: The term is "calculated" not "reconstructed." The Sisler et
al report is an internal report. If it needs to be referenced, it should be included as an
Appendix. The same is true of the other internal reports (UC Davis, SCE, AER etc).
The paragraph and Table 2-2 don't say what wavelength.

Chapter 3

In general - much of this chapter could be trimmed by moving a lot of the tables, etc
into an appendix.

Pg 11 third line from bottom: space missing
Pg 12 TABLE 371 Move this to an appendix. Please!

Pg 18 and beyond. Universities do not make measurements - instruments make
measurements and researchers set them up. "Harvard" did not analyze the data - a
researcher did. It sounds stupid.

Pg 30 first line: What is "NGN” ?

Pg 30 first paragraph: Meadview has a transmissometer and is not mentioned.



Pg 31 Figure 3-9: same thing - the transmissometer at Meadview is not shown.

Chapter 4

Same general comment about moving stuff to the Appendix

Pg 37 section 4.1.3 Light Absorption: As a stated above, there is a serious problem
with this measurement. The Report should reference reviewed works such as
Heintzenberg et al (1997) and Horvath (1993).

Pg 44 first full paragraph: Horvath (1996) presented an alternate explanation for the
absorption problem. If the Report references Huffman It should also reference
Horvath's comments. The 10 M2/g number is not as universally accepted as the
Report indicates. But again, the Report should stay out of the debate.



Chapter 5

Again, much of this could be trimmed - use Appendices.

I discussed my problems with the absorption measurements above, so I will try to
curtail my intense dislike of this chapter. I will only comment on the most
objectionable parts.

Pg 66 throughout: It is not clear what wavelength the values are given for (I assume
it is 550 nm). The absorption of "light" is not solely due to N02. There is H20, 03,
C02,02-02, etc absorption in the solar spectrum. It is just that for the wavelength
region that the report focuses on (I presume the visible), N02 is the primary
absorber.

Pg 67 second line: should be Bab, not Bap

Pg 68 last line: Does "localized events" mean "near the source?"

Pg 74: 5.4.4: should be "calculating" not "reconstructing"
Pg 74: above eq 5-2: should be M2/ g not g/M2 . Also 0.6 M2/g is pretty
crude, should mention about the uncertainty in this number 

Pg 75 first full paragraph: Malm reference is Huffman (1 996b). Also, there are two
Huff-man papers (back to back; 1996a and 1996b). The title in the reference list is
wrong.

Pg 76 second to last line: As discussed above, this much absorption disagrees with
about 50 years of data. There is significant doubt about the accuracy of these
measurements (Heintzenberg et al 1997).

Chapter 6

Pg 80 last line: again "calculation" not "reconstruction"

Pg 81 Table 6- 1: MOVE THIS TO AN APPENDIX

Pg 89 first full paragraph: again "calculated" not "reconstructed"



Pg 89 first bullet: Reference should be Huffman (1996)a

Cha
pter
7

Pg 100 first line: What is. ATAD?

Cha
pter
8
Pg 112 first paragraph: This is nice dodge, but total nonsense. The last
sentence would do a lawyer proud.

Pg 113 second paragraph: Delete the paragraph – it’s obvious

Pg 113 fourth paragraph: Text has four dispersion an two receptor - but 7
models are listed.

Pg 116 second full paragraph: Delete - it's unnecessary and verbose.

Pg 117-127: Seems like some of this could be trimmed i

Pg 131 first full paragraph, first sentence: This sentence needs to be
reworked. Why not "We could not agree on a procedure to evaluate the
methods."

Pg 132 8.5: This is tacked on and is totally out of place here.  How about
putting the image processing stuff in its own chapter or appendix.

Chapter 9

Generally - I was confused about the difference between Chapter 9 and Chapter 10
(conclusions). It seemed that Chapter 9 contains conclusions and Chapter 10 is
superfluous.

Sections 9.1-9.2: These sections are unnecessary and should be deleted. If
needed for political reasons, reference previous work.

Pg 140 second paragraph from the bottom, first sentence: This sentence
needs to be made clearer. I figured it out after reading it five times.

Pg 142, first bullet: I have no idea what they are trying to say here.

Pg 144, first full paragraph: Last half of the paragraph repeats what was



said on page 131. If necessary here, at least change the wording.

Pg 147, Table 9-2: I have no idea what that is supposed to show.

Pg 157,  9.8: Again, this is tacked on here. Give the perception folks
Their own chapter or put it all in  the Appendix.

Chapter 10

Pg 163, Figure 10-1,2: These figures are interesting and important but
should be somewhere else. Perhaps in a reworked Chapter 9/10 they will
read better.

Pg 164, last paragraph: reference is made to photographs.

Pa 165, 10.2: What a weak ending - move this to an appendix.

References

Clean up several references: DOE, Huffman (I 996ab), Seigneur twice,
Sloane.

Again all reports that are not available in a technical library should attached.



Review of Project MOHAVE Report
Phil Hopke, Clarkson University

This report does a good job of honestly reporting the results of the field study and the likely
bounds on the contribution of the Mohave Power Plant (MPP) to sulfate concentrations in the
Grand Canyon National Park (GCNP).  It particularly portrays the inability of any of the source-
oriented models to provide any useful quantitative representation of the effects of the MPP on the
GCNP.  However, it does appear that more could be done with the tracer and other data to
determine the impacts of the plant and determine the uncertainty bounds on those estimates.

It is clear that considerable effort and resources went into the modeling of the transport of the
emissions from the MPP to the downwind receptor sites.  The inability of these models to agree
on when and how much the effects of the plant are on the downwind air quality is presented, but
then there is a considerable subsequent effort made to make something out of these results in
spite of their clearly limited value.  It appears that this effort has taken away time from what might
have been alternative approaches which I will outline below that might have been more useful.

In section 8 (page 112), it is claimed that a receptor modeling approach “has no predictive
capability for other times and locations.”  If this is indeed so, then the efforts to renormalize the
dispersion models using the PFT concentrations leads to an identical situation.  How do we know
that the modified models have any validity for other times and locations?  If receptor models can
only be applied within the domain of the measured data, then the same restrictions must hold for
the dispersion models when they have been forced to fit for the tracer data.  In fact this problem is
acknowledged later in the document.  However, it would seem appropriate in both cases to say
that for similar physical situations for the modeled system, (e.g., similar emissions, similar
meteorology), the results of the modeling effort whether receptor or modified dispersion should be
appropriate estimates of the contributions of the sources on the likely receptor site
concentrations.

I agree with those in the project group that recommend that the cumulative frequency distributions
NOT be shown.  Given their substantial disagreements on which sampling intervals are affected
and which are not as well as the extent of the impacts, it is really not appropriate to use the
amount of space to present these results as they are given.  It may be useful to put these into an
appendix with the appropriate caveats, but even with the disclaimers presented in the text, it
really is inappropriate to make much of them.  They also should be redrawn with the probability
axis as a probability axis so one can immediately look for their distributional properties.  If they
are really “frequency” distributions, then they should be plotted against a probability axis.

On page 154, if “For periods without tracer data, it cannot be reliably known whether MPP
emissions are reaching Grand Canyon National Park,” then why show figures 9-20 to 9-21 and
the related discussions since the results are not reliable?   It really seems that there is too much
of an effort to salvage the unreclaimable failure of the models to predict the dispersion of the MPP
emissions in this region.  It obviously disappointing to everyone that the complex terrain and
resulting flow patterns make the models unreliable, but that is really the only valid conclusion that
comes out of the all of the modeling efforts and no amount of after-the-fact massaging is going to
change that fundamental outcome.  Better to be done with it up front and see what more can be
done to make maximum use of these data.

Suggestions for Additional Analyses:

First, one can test the utility of the tracer to predict sulfate by separating the data into two data
sets.  One set is used to develop the predictive model for sulfate as a function of measured
tracer.  The validity of the model can be tested by applying the model to the test data set.  One
can use resampling techniques to assess confidence intervals on results.  This problem can really
be conceived to be a multivariate calibration problem and an appropriate model built to determine
the receptor site sulfate as a function of the concentrations of the various PFTs and other
variables such as elemental concentrations.  Since there is a constant ratio of the MPP tracer to
emitted SO2, the model can then be adapted to predict the amount of receptor site sulfate mass
per unit mass of emitted SO2.



Second, there could be more use made of the trajectory data.  There are several methods that
have been employed in the past to examine the relationship between source locations and
receptor concentrations.  A particularly promising method, Residence Time Weighted
Concentrations, was reported by Stohl (A. Stohl, Atmospheric Environ. 1996, 30, 579-587.)
which would provide a quantitative estimate of the contributions of upwind sources to the
observed concentrations of an ensemble of samples.  The trajectories could also be used in
Residence Time Analysis, Areas of Influence Analysis, Quantitative Bias Trajectory Analysis, and
Potential Source Contribution Function, as well as Residence Time Weighted Concentrations.

Third, it is stated on page 137 that the MPP is along the same line as transport from Los Angeles.
This provides another opportunity to use the data collected over a long time interval to estimate
the incremental influence of the MPP.  Since the early 1980s, the South Coast Air Quality
Management District has aggressively reduced the amount of SO2 within the Southern California
Air Basin.  Thus, if trajectories are used to select those samples in the Grand Canyon area that
should have been impacted by both LA and MPP, one could examine the trends in this series.
Since the MPP contribution should be relatively constant while the LA contribution has been
substantially declining, it should be possible to get an estimate of the relatively constant MPP
signal in the declining one from LA.  Thus, rather than complaining about the geographical
collinearity on page 137, use it to make an estimate.

Minor Points

On page 128 where the TAGIT results are first presented, there should be a discussion of where
the negative results come from.  It can be found in Chapter 9, but it should be here where the
negative results are first presented.

Top of Page 139, “Winter Haze” is repeated.

Second Review

I have examined the revised version of the Project MOHAVE final report.  I must say that I am
quite disappointed that you chose to retain the frequency distributions.  I believe that they are
highly inappropriate and quite misleading in portraying the results of the modeling efforts.  Given
the significant disparity between paired values derived by different models, I think the careful
reader will find the problem, but the more casual observer may not fully recognize the problems
that have been seen in modeling the flow field under these difficult terrain conditions.  I recognize
that all I can do is provide my advice, but I really feel you are doing yourself a disservice by
portraying the results in this inappropriate manner.  I hope that you will willing to reconsider this
point.

Philip K. Hopke
R.A. Plane Professor and
Dean of the Graduate School
Clarkson University
Box 5810
Potsdam, NY 13699-5810 USA



Review of MOHAVE Final Report

Prepared by Jonathan D. W. Kahl
6 November 1998

General comments:
Overall, I find the report document to be clear, concise, and well-prepared. Clearly Project
MOHAVE was a large-scale effort involving a significant amount of complexity, both in
the scientific issues addressed and in the technical approaches used to investigate these
issues. In general, I believe the assumptions are valid, the analytical methods are sound,
and the conclusions are defensible, especially since there is an appropriate level of
attention and detail devoted to discussions of the uncertainties in the various methods, and
in the levels of confidence that can be placed on the resulting conclusions.

The report is quite readable, and appears to be internally consistent. I found a few errors in
figure numbering and in references to cited literature, but these are exceptions to an
otherwise tight document. The key technical findings are consistent with those that appear
in the executive summary. Upon inspecting the images with artificially-adjusted light
extinction levels, contained in the cdrom, I find that a change in light extinction of +/- 10%
is just barely perceptible, not more. However, since there are a number of large S02
sources contributing to visibility degradation in the Grand Canyon, I would not label such
a change as insignificant.

The report could be improved by assessing the representativeness of the MPP
contributions to Grand Canyon light extinction during 1992, as opposed to other years. As
described in my comments below, it is not clear that 1992 is truly a representative year.

One aspect of the report that I find particularly interesting and robust is that in the highly
complex terrain of the southwestern US, tracer measurements are critical for accurately
determining source-receptor relationships and evaluating future emissions scenarios.

Specific comments:

Section 3.2, Tracer Release Network

The EI Centro and Tehachapi Pass tracer release sites were selected in order to
"bracket” the Los Angeles and San Diego urban source areas. In hindsight, it may
have been more appropriate to place these tracer release sites downwind of LA and
San Diego, rather than slightly north and south. This downwind placement may have
provided more direct estimates of southern California urban contributions.

Section 5.4.4, Reconstructing total extinction from
components:

On p. 76 a reference is made to "White, 1993" - this reference doesn't appear in the
bibliography.

Section 7. 1. 1. Meteorology:
It is not clear why the 15-year period (1977-1982 and 1984-1992) was chosen to
evaluate the climatological representativeness of the 1992 target year. As stated in
the text. 30 years is the typical time span used to construct climatological averages
and to identify anomalous years.



The report states "it was determined that 1992 was a 'typical' year and that both
winter and summer were 'typical' seasons in a mix of 'atypical' years and seasons."
This statement, along with the selection of 15 years' as the base period from which to
evaluate the representativeness of the 1992 year, is not justified in the text. What
variables were used? What methodologies? The report states that "These results
were accepted and peer reviewed by the meteorology subcommittee of the GCVTC",
but no reference is given. It is well-known that interannual variability in basic
meteorological parameters such as frequency of wind direction, clouds and
precipitation can affect source-receptor relationships as much as the source
parameters themselves (i.e. emissions strength). In a study involving only one year, it
is important to clearly demonstrate the representativeness of the year under study,
and this has not been done to my satisfaction. In addition, no method (or discussion)
has been presented to aggregate or extrapolate the 1992 results to other years, which
are described in the text to be "atypical" (atypical seems to be the norm, and typical
the exception!).

Section 7.1.2, Light Extinction:
According to the frequency distributions of light extinction at the Grand Canyon
shown in figures 7-1 - 7-4. 1992 does not appear to be a typical year. At the south
rim and in-canyon, 1991 was the haziest year of the 8 winters shown (Figures 7-2
and 7-4). In the summer, the in-canyon light extinction was nearly the lowest of the
years shown, and was in fact the lowest at the 80d' percentile and above (Figure 7-3).
As emphasized later in section 10. 1 (and illustrated by equation 10-1), the light
extinction is the bottom line of the investigation, yet little attention is given to the
apparent non-representativeness of 1992 in terms of this parameter.

Section 7.2, How does the meteorology which affects sulfate concentration, their
contributors, and haze levels differ ihroughout the year and from year to year?

An analysis of the interannual variation in transport (i.e. multi-year trajectory
analyses) is promised in the section 7.2 heading, but is not delivered in the report.
I believe this analysis does belong in the report, because the representativeness of
1992 in terms of transport (the most important meteorological variable) is a crucial
point, especially since 1992 doesn't appear to be typical in terms of bext the most
important physical variable.

Section 7.3.2, Particulate Sulfur Trends:
The report states: "During this same period (mid 1980's), the Nacozari smelter
entered service in Mexico. This smelter location is far enough south and east of the
Tonto and Chiricahua Class I areas that its emissions don't affect the air quality at
those locations frequently. Rather, the generally westerly flow carries its emissions
toward Big Bead National Park...". I don't completely accept this argument. The
tracer patterns (Figures 7-9 and 7-10) show generally S & SW flow during summer.
The sulfur from the Mexican plants may well be affecting the study area samples,
even if transport is not direct (i.e. recirculated). This could be verified by forward
trajectory analysis from the Mexican sources, or better yet by releasing tracer there if
that were possible. It seems quite possible that the "unqualified increase" in Mexican
emissions may have counteracted the decrease in SW S02 emissions shown in Figure
7-11.



Second Review

4 March 1999

I have looked at the Feb 22 project MOHAVE draft report.

Overall I find the report to be a clear, well-prepared document.  In my 6 November 1998 review
of the earlier draft I raised a few specific concerns which I feel have not been adequately
addressed:

•  The representativeness of 1992 has still not been demonstrated to my satisfaction.  The
draft explains (page 7-1) that “a chi-squared analysis was performed and then each season
was comparatively ranked”, and cites “Farber (1995)”, an unpublished report.  This is little
more than asking the reader to exercise blind faith that appropriate analyses were
preformed correctly.

•  The lack of a discussion of the interannual variation in transport (i.e., multi-year trajectory
analyses) compounds this problem.

Other than that, I feel that my comments have been addressed satisfactorily.
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Project Mohave Report - Comments from R. Ian Sykes, Titan/ARAP

This report describes an extensive study of a very complex problem, and my overall impression is
that the scientific approach has been very thorough, and that the conclusions are sound.  Full use
has been made of all the available data, and the report properly discusses the difficulties and
limitations associated with the various approaches.  I think the report does a good job of
supporting the conclusions, and is cautious where necessary.  Since my own area of expertise
covers transport and diffusion, my technical comments are focussed on Sections 8 and 9.  As a
non-expert, I found the other sections to be coherent, and also reasonably clear and convincing.
The discussion of the difficulties with both measurements and modeling are clearly explained,
and complicating factors such as multiple sources are addressed.  I particularly appreciated the
use of multiple approaches, using the wide range of available data, to provide independent
estimates.  I think this greatly strengthens the conclusions.

There are, not surprisingly, a number of areas where I think the discussion could be clarified. I
don’t believe any of the issues to be discussed below would materially affect the conclusions, but
they seemed to raise questions in my mind.  There are also a few typographical errors listed
below.

Technical Points

Section 8.3.  The overall modeling approach and philosophy is difficult to understand.
Apparently, the initial models (DRI/CSU, HAZEPUFF, and VISHWA) show poor performance, as
indicated by the comparison statistics in Table 8-1.  On the basis of this poor comparison, a set of
final modeling approaches is described in Section 8.3, which are claimed to make use of the PFT
tracer information (p116).  The only modification to a model that I see is for HAZEPUFF, where
the stability assumptions were modified to improve the bias, and it is implied that wind input was
changed from the initial results.  However, since the wind data is not described for the initial
study, the reader cannot judge its importance.  In addition, only one set of model comparison
statistics is given for the modified HAZEPUFF, and that is for Meadview 24hr data.  Since the
initial statistics are only given for Meadview 12hr and Hopi Point 12hr, there is no basis for
assessing the improvement.

The other dispersion models are apparently dropped in favor of CALPUFF and
HOTMAC/RAPRAD, but there is no discussion of the rationale for this.  The stated aim of the
“final” models is the improvement of performance through use of the PFT data, but I don’t see
much justification for this.  I presume the use of PFT data for CALPUFF is indirect, similar to the
HAZEPUFF modifications, where various options were tested and the best results chosen.
However, there are no performance statistics for CALPUFF.  There are only limited results for
HOTMAC/RAPTAD, and they don’t appear to be much better than the “initial” models.

Since model performance for space-time correlated measurements is generally poor, due to
plume trajectory errors, it would be enlightening to show cumulative frequency plots for the tracer
measurements versus the various models (especially CALPUFF which figures heavily in Section
9).  This would provide some perspective on the corresponding cumulative frequency plots in
Section 9, which are essentially the bottom line result.  As the report points out, we expect to be
able to predict a conserved tracer better than the reactive sulfate, which also depends on getting
the chemical reaction rates correctly modeled in addition to transport and diffusion.

Sections 7.2 and 8.3.11 both discuss trajectories without any specific information on the
definition.  Are they two-dimensional trajectories?  If so, what vertical level is used?  If they are
three-dimensional, then are they isentropic or do they use a direct measure of the vertical
velocity?  In any event, the vertical diffusion of the species implies that some kind of average
velocity will be effective in transporting the material.

Also, I had great difficulty with the windfield assessment in 8.3.11 and the paper in Appendix C-7.
This is not a critical part of the study, fortunately, because I don’t see how any quantitative
measure of accuracy can be obtained.  The trajectory measure depends completely on the
distribution of tracer measurements, since the “tracer potential” is proportional to the measured



tracer concentration.  Any trajectory that passes close to a high concentration measurement will
receive a large positive score, while missing lower concentration points (further away from the
source, presumably) is not penalized strongly, but this doesn’t necessarily imply that it is a good
trajectory overall.

p58.  Why isn’t 1/10/92 the highest measurement at GRCW.  Why plot it if it is excluded?

p103, last para.  It is slightly misleading to say that the average dispersion results “illustrate the
typical flow patterns”.  They certainly reflect the typical flow patterns, but the typical day (if there is
such a thing) may be very different from the average.

p108.  In reference to Figure 7-12, I don’t see any noticeable reduction in the inter-site variability
in the later years.  Is there some quantitative measure?

p130.  Figure 8-6 shows a comparison between the HAZEPUFF estimate for the sulfate time
series at Hopi Point and the “tracer max” estimate.  The comparison doesn’t convey much
information, since the “tracer max” signal stops before HAZEPUFF shows any non-zero values.
Is this the best comparison that can be plotted?  It certainly shows a positive result in that
HAZEPUFF predicts zero when no tracer was present, but there isn’t much information there.

Editorial Notes
p (ii) - LOME isn’t in the legend for Fig A

p29. Table legend (3-8) at the bottom of the page should be on next page.

p52. Table legend (4-4) at the bottom of the page should be on next page.

p54. Table legend (4-5) at the bottom of the page should be on next page.

p107. References to both Figure and Table 7.3-1 are incorrect.  The figure should be 7-11, and
the table should be 7-1.

p122. The first sentence seems to be incomplete.

p139. “Winter Haze” is repeated on the first line.

Appendix C.  It would be very helpful to have the 13 papers in Appendix C listed by name and
page number at the beginning of the Appendix.  It is extremely difficult to locate any particular
paper.



GENERAL COMMENTS:
The MOHAVE project was conducted by several groups of well qualified and experienced scientists with
expertise in the areas of study design, particle sampling and analysis, air pollution meteorology, and source
attribution. The report reflects the high caliber of work produced by the participating groups. It is well
written and clearly organized, and the different sections are well integrated. In addition, there are a large
number of figures and tables that present the data nicely. My only comment on the writing is that the report
should have been more concise, particularly the last two sections.

With regard to the technical aspect of the report, the sampling and analysis methods used for the
MOHAVE project were excellent, especially considering that the study was designed almost nine years
ago. Most of the data collected were of high quality and the detection limits were very low, which was
necessary due to the low concentration levels encountered at the monitoring sites. The accuracy and
precision of the trace element and ionic species measurements were quite good. The investigators have
examined systematically the results from the replicate measurements and the method intercomparison
studies. These results suggest that the selected sampling and analysis techniques were satisfactory for most
of the parameters; however, this was not true for the sulfur dioxide and organic carbon measurements.
Sampling artifacts for organic carbon may have been responsible for overestimation or underestimation of
its concentrations. In addition, both the DRI and UC Davis analytical approaches were based on
assumptions that are difficult to validate. To date, the sampling and analysis of elemental and organic
carbon is still problematic and there is a need to develop accurate methods. Therefore, it was not possible
for the investigators to select better methods for organic carbon sampling and analysis.

The sampling and analysis procedures for the tracer measurements were well thought out. The precision
and accuracy of the measurements are very good. Moreover, controlling the tracer release so that it is
proportional to the fuel consumption of the power plant was a good idea; however, the concept of using the
tracer technique to determine the impact of the Mohave Power Plant (MPP) is not sound for the following
reasons:

(1) The use of a gaseous tracer to investigate the formation and transport of particulate sulfates is
problematic, considering that we will still need to know the deposition velocities for sulfur dioxide and
sulfate and the oxidation rate of sulfur dioxide. To determine the maximum source impact, the
investigators assumed that no deposition takes place for the two sulfur compounds and that all sulfur
dioxide is converted to sulfate. Although this estimation sets an upper boundary that may have a physical
meaning, it is unrealistic. Furthermore, other source attribution models took into account the deposition
and oxidation processes and used different values for deposition velocities and oxidation rates; however,
no sensitivity analysis was conducted to illustrate the effect of the selected values on the resulting model
calculations. One would expect that even small differences in oxidation rates or deposition velocities can
make a big difference.

(2) The tracer approach used by the investigators indirectly implies that the MPP emissions mix with clean
air (sulfur free air). If no sulfur compounds were released by the plant and the tracer was observed at the
receptor site, the sulfate concentration should have been zero. One could argue about the accuracy of the
tracer technique for this specific experiment, considering the fact that the sulfate concentrations at the
Meadview site are very low in general (few hundreds of ng/m3), and that emissions from the MPP mix
with ambient air (which, at a minimum, contains few hundreds of ng/m3 of sulfate). Of course this concern
is invalid when concentrations at the receptor are much higher and the expected source impacts are more
pronounced (for example, a more proximate source).

(3) One of the tracers was used to investigate the impact of a large area source (California emissions). It is
not possible to use a point tracer source to track emissions from a large area. Pollutants move vertically



and horizontally; thus, releasing a tracer between the source and the receptor does not guarantee that the
source emissions will mix with the tracer prior to their arrival to the receptor. Therefore, this approach
presents many limitations.

(4) Tracer concentrations were not much higher than background concentrations, which were variable.
This may have a significant effect on the accuracy of the emission impacts on the receptor. Thus, the
regression analysis results (regression of visibility data or sulfate concentrations on the tracer
concentrations) may cause an underestimation of the source impacts on the receptor.

Because of the reasons mentioned above, I believe the tracer approach is inadequate for providing accurate
determinations of the impacts of the MPP emissions. I agree with the investigators that the tracer was
useful in tracking the primary emissions of the MPP and in demonstrating the inaccuracies of the
dispersion models. Certainly this added value to the study; however, one should be clear that it is not
possible to use tracers for investigating the impact of a secondary pollutant on a specific site(s). This was
probably the most important lesson of the study and I was surprised that it was not stressed in the
conclusion section, entitled "What technical lessons were learned as a result of the Project MOHAVE?”

I think the real lesson learned from this study is that, in spite of the hard work, the involvement of talented
scientists, and the use of the best available tools, the study does not provide accurate information to air
quality managers. Although a monumental effort was made by the investigators to explain their diverging
findings by being creative and thoughtful, one cannot ignore the fact that the results of this very expensive
study are qualitative, ranging between zeros and unrealistic maximums. This may be an interesting
scientific exercise but, from an air quality management perspective, these findings do not provide a solid
basis for decision-making. I am certain that for years to come, both sides will argue about their
interpretations of these results. Investigators may disagree about the upper and lower limits of these model
calculations, as illustrated by the manuscripts prepared by the participant groups. The bottom line is that an
objective scientist cannot come to definitive conclusions based on these findings. Although the data of this
study provide ample evidence to support this, the closing remarks of this report have failed to make this
point.

The limitations of the study are due to the lack of available sampling, chemical analyses, and
computational tools that can be used to model complex physico-chemical processes adequately, such as the
formation and transport of secondary pollutants, including the sulfate species. This is also recognized by
the National Research Council's Report on Ambient Particles, which calls for more research in order to
enhance our understanding of source receptor relationships.

Technically, I believe that the study is sound in terms of its design, sampling and analysis methods, and
data quality. Also, I believe that the investigators are competent and made a good effort to meet the
objectives of the study. My biggest concern is with the data analysis. I believe the data have been
overinterpreted. Similarly, the tracer approach has some advantages but it was sold (and presented in the
report) as the panacea to answer any question. Furthermore, there is a lack of connection between the
findings and the conclusions. There are many sections of the report which discuss the shortcomings of the
study and the limitations of the different models, and this should be kept in mind when decisions are made
based upon these results. It is my opinion that the scientific information provided by this study is
insufficient for making decisions regarding the impact of the MPP. That does not mean that the findings
should not be published. In fact, I believe that they raise a number of methodological issues which can be
of great value to the scientific community and will be very helpful in designing future source attribution
studies.

SPECIFIC COMMENTS:



Page i (Executive summary), first line: Instead of "technical opinions" use "data interpretation."

Page ii, six lines from the top: The physical constraints (100% conversion and no deposition) are very far
from reality. Although the obtained results have a physical meaning, their value is limited.

Page iii (Overview), twelve lines from the bottom: “……..but also had higher low concentrations and
lower high concentrations." Use statistical terms (e.g., percentiles) to present these results.

Page vi, twenty-one lines from the top: Did the investigators take into account particle hygroscopicity (e.g.,
particle acidity and in general particle composition) to determine the effect of relative humidity on aerosol
size?

Page ix, thirteen lines from the bottom: “…depositional loss." Specify if this loss is for sulfur
dioxide, sulfate, or both.

Page 17, Table 3-3: The measurement of sulfur dioxide from the IMPROVE sampler is not very accurate
due to its interaction with alkaline coarse particles on the Teflon filter.

Page 20, sixteen lines from the top: ". . . amount of sulfur from the MPP." It is better to say sulfur dioxide or
total sulfur. This is just a detail.

Page 21, nine lines from the top: The investigators released tracers at the Tehchapi Pass and near El Centro
in the southern Imperial valley to trace emissions from the Los Angeles Basin. Use of two small point
sources to trace emissions from large area is not the most sound approach (as already mentioned in the
general comments section). It is possible that the receptor site can be impacted by sources located in the
Los Angeles basin whose emissions did not necessarily mix with the released tracers at the two specific
locations. Furthermore, it is certain that sources located in the Los Angeles basin contribute to the
background concentrations in this area. Overall determination of the impact of the Los Angeles sources is
not trivial and the approach followed here is too simplistic.

Page 28, eight lines from the bottom: It is important to know the variability of the background tracer
concentrations. This will make it possible to determine the lowest tracer concentration which can be
attributed to a specific source. Eliminating the "elevated values" is not a rigorous scientific approach.
Furthermore, based on the results presented in Table 3-8 one can conclude that the observed tracer
concentrations were not that much higher than the background ones.

As mentioned in the general comments section, an important issue which is not addressed in this report is
the sulfate background concentration at the MPP. Even in the case where the MPP emissions did not
contain any sulfur dioxide or sulfate, one would expect sulfur species to be present at the receptor site
when the plant tracer is detected. This simply happens because MPP emissions would be diluted with air
masses that contain these species. Since the concentrations at the receptor were low, one would expect that
the effect of the sulfate background should not be neglected.

Page 34, sixteen lines from the top: I am unsure whether the atmospheric variability has anything to do
with LQLs.

Page 42, discussion on sulfur dioxide losses: The authors should mention that sulfur dioxide losses on the
inlet of the IMPROVE sampler depend upon the relative humidity and the surface properties of the inlet.



Page 43: The purpose of using the Quartz after filter is questionable. To date, it is not clear whether the
second quartz filter collects gas phase organics or volatilized particulate organic carbon lost from the first
filter. Carbonaceous particles were collected on a series of two quartz filters. Presumably, the first collects
all of the particle phase carbon (elemental and organic) and a very small fraction of gas phase organic
carbon. Likewise, the second quartz filter is supposed to collect only the same small fraction of gas phase
organic carbon as collected by the first filter. Therefore, the concentration or particle phase organic carbon
is calculated by subtracting the amount of organic carbon on the second from that of the first stage;
however, this assumption does not take into account particle phase organic carbon that can volatilize from
the first filter and get collected by the second quartz filter. When this volatilization occurs, it results in
underestimation of particle phase organic carbon.

A large fraction of organic carbon consists of semi-volatile species which are partitioned between the
between particle and gas phases. This equilibrium depends on temperature, vapor pressures of individual
species, and the amounts and types of adsorbing particle surfaces. The amount of the particulate phase of
these species volatized from the (first) filter depends upon sampling conditions. Therefore, the approach of
using two quartz filters (as done by the IMPROVE sampler) is questionable. Eatough, et al. (1989)
concluded that desorption of organic gases from particles on the first quartz filter was the dominant
sampling artifact (negative artifact), while Turpin, et al. (1994) suggested that organic gases can be
collected by the quartz filter (positive artifact). Turpin, et al., found that adsorbed organic gases represent
up to 50% of the organic carbon measured on quartz filters in southern California. This study suggested
that: (1) organic gas absorption (positive bias) was much larger than organic particle volatilization
(negative bias); (2) as sample durations increase, the fraction of the adsorption bias decreases because the
filter becomes saturated; and (3) the magnitude of the bias depends on the composition of the organic gases
and particles present in the air sample. For these reasons, we currently do not know to what extent the use
of the second quartz filter improves the accuracy of the organic carbon measurements. Overall this is a
problem that has nothing to do with the study, but it really has to do with the availability of an accurate
sampling technique.

Page 44, seven lines from the top: The investigators claim that for the light extinction budgets based on
the multiple regression method, the loss of volatile material may not change the extinction attribute of
carbon. This would be correct if the percent loss remains constant; however, this is untrue since the loss
of the semi-volatile carbon depends on temperature and particle concentration, as well as other physico
-chemical parameters, as mentioned above. As a result of the loss variability, the regression slope for
carbon will probably be underestimated and the intercept will be overestimated.

Page 45, four lines from the top: The reviewer agrees with the investigators that the value of 10 m2/g seems
more realistic than the values of 5 and 20 m2/g.

Page 46, Figures 4-1: The agreement between the PIXE and IC is impressive. Dr. Cahil and his group
have done a remarkable job of improving the accuracy of the PIXE method.

Page 46, eighteen lines from the bottom: As mentioned above, the purpose of the afterfilter is
questionable and this is supported by these results.

Page 46, thirteen lines from the bottom: I personally think that a fraction of fine particulate matter consists
of crystalline water which is present even after the filter sample is dried out. If this is true, one would
expect that OMH is overestimated; however, both OMH and OMC methods have many flaws, so it may
not be worthwhile to explain why they do not agree.



Page 47, Figure 4-2, left: It is possible that the slope is influenced by the two high concentration points.
Also, it would be helpful to include the number of observations, n, in all figures presenting the results
from the regression analysis.

Page 47, nine lines from the bottom: There is no basis for the assumption that 5% of sulfate is present in
the form of sulfuric acid. This percentage varies with season and usually is higher.

Page 50, Figure 4-6: The agreement for the iron and zinc is remarkable. Again, the results from the PIXE
measurements are impressive. It would be helpful to include a table with all the trace elements
comparisons.

Page 51, fifteen lines from the bottom: This Taylor test may be a useful statistical tool, but from the
analytical chemistry point of view it is not a rigorous approach.

Page 59, general comment: As mentioned above, the idea of using a gaseous tracer to investigate the
emission, transport, and impact of a particulate species is unappealing, especially if this species (sulfate) is
a secondary pollutant.
Page 59, Figure 4-7: This is not the best way to present the collocated measurements. A second (side by
side) x/y plot may be more revealing of the method precision. The same comment applies to the next
Figure 4-8.

Page 78, four lines from the bottom: The IMPROVE sampler does not use an ammonia denuder to protect
the acidic particles (collected on the Teflon filter) from acid neutralization. In addition, no precautions
were taken to protect the samples during transport and storage. Thus, the ammonium/sulfate ratio reported
by the investigators is higher than it should be and probably is not accurate. To date, denuder/filter pack
techniques have been used to measure particle acidity and other ionic species (Koutrakis, et al., 1992). The
samplers consist of three components: (1) a PM2.5 inertial impactor to remove coarse particles (which are
generally alkaline and would consequently neutralize the fine particle strong acidity collected on the
sample filter); (2) a diffusion denuder to remove gaseous ammonia from the air sample; and (3) a Teflon
filter to collect fine particles.

Page 78, eleven lines from the top: Andrews, et al., 1998 provides a comprehensive discussion on this
topic.

Page 89, four lines from the top: State which of the two extinction coefficients (measured or reconstructed)
is larger. Also, considering all the measurement and modeling uncertainties, the agreement between the
measured and predicted extinction coefficients is quite good.

Page 95, ten lines from the top: Figures 7-1 through 7-4 are essential in order to evaluate the
representativeness of the air monitoring periods. The investigators did a very good job in contrasting the
data from the previous years.

Page 109, seven lines from the bottom: These results are not surprising. Indeed, many believe that sulfate
levels depend to some extent on the availability of atmospheric oxidants, the concentration of which has
steadily increased. In addition, no one knows the impact of the Mexican emissions.

Page 112, eight lines from the top: Disagreement between the model results and the tracer concentrations
does not necessarily indicate that the models are wrong. As I mentioned above, the tracer approach has its
own shortcomings.



Page 121, section 8.3.1 Tracer Max: The validity of the upper bound estimates is questionable. This is also
underlined by the investigators in the last three lines of the 8.3.1 section; however, this is not reflected in
the attached manuscript entitled, "Estimating the contribution of tile Mohave Coal-Fired Power plant
Emissions to Atmospheric Sulfur at Grand Canyon National Park," by Rogers and Malm. For example, see
the last four lines of the abstract of this manuscript.

Page 122, section 8.3.3, Tracer Regression: This is a crude method which lacks scientific rigor.
Same page, next section: The TAGIT approach seems to be more realistic than the previous two, although
it too has its shortcomings.

Page 123, section 8.3.5 Modified CMB: The profiles of the different regional emissions tend to present
many similarities. In statistical terms: the source profiles are not orthogonal. Because of these collinearities
one would expect that resolving the profiles of regional emissions may be a difficult task.

Page 128, twenty two lines from the bottom: Looking at these results one can realize how qualitative the
findings of the MOHAVE project are.

Page 131, sixteen lines from the bottom: "The viewer of these plots must bear in mind. . . ." I believe that
comparing frequency plots is misleading for the exact reason mentioned by the authors. When you have
methods that aren't in agreement and their estimates are bounded between zero and some upper limit, one
would expect that the frequency distributions would be similar, although the outcomes of these methods
are not correlated. Thus, frequency plot comparisons can be misleading. I hope air quality managers will
not base their decisions on
these plots.

Page 135, section 9: The discussion in this section fails to address the questions raised by the authors. I
found the answers long and confusing. This section should be more concise.

Page 139, first line: Fix typographical error.

Page 141, nine lines from the top: The fact that no association was found between MPP tracer
concentrations and light scattering does not necessarily mean that MPP emissions do not contribute to the
light extinction coefficient.

Page 142, Figure 9-3: An x/y plot or some statistical analysis that compares measured and observed values
may be useful. Figure 9-3 is not self-explanatory. It seems that in some cases measured and observed
values differ, but it is hard to say.

Page 143, four lines from the top: This is untrue! Do you mean gaseous emissions? The term "primary fine
particulate matter is confusing and incorrect.

Page 145, Figure, 9-5: From a purely scientific point of view I believe this figure has little value, primarily
for two reasons: (1) there is too much disagreement among the different methods; and (2) comparing
frequency plots is misleading. Also, from the air quality management point of view this figure helps very
little in establishing sound control strategies.

Page 165, section 10.2: This section does not reflect the quality of the report. The conclusions presented
here are unsupported by the findings of the study. They fell short in capturing the primary findings of an
important study, and in offering helpful suggestions for future ones.
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Tony Wexler

Comments on Draft Project MOHAVE Final Report

Introduction

My knowledge of the Mohave Power Plant, visibility issues at the Grand Canyon National Park,
and Project MOHAVE were quite limited coming into this review.  My procedure in this review was
to first read the executive summary to develop a focus.  Then I read almost every page of the
report looking for the assumptions employed and evidence supporting the executive summary
conclusions.  Finally I re-read the executive summary to review the conclusions in light of the
knowledge that I gained from the report.

As requested, I have organized my comments in two categories.  The first category addresses
topics oriented towards the overall report quality, project science, and conclusions.  The second
category contains either typographical errors and other minor comments, or suggestions
regarding clarity of presentation.  Although some of my comments could lead to alternate
approaches or reanalysis of the data, I realize that this is beyond the scope of the changes that
can be made to the report.

Overall Comments

O.1. The report is clearly written and thoroughly presented.  Assumptions are differentiated
from observations and conclusions.

O.2. Project MOHAVE seems to be predicated on the premise that a link between secondary
particulate sulfate from MPP and visibility impairment at the GCNP will establish the degree
that MPP is responsible for the visibility reductions.  The report places very little emphasis on
other compounds emitted by MPP that may cause visibility impairment such as primary PM
and secondary organic vapors.  Bullet 4 on page v of the Executive Summary states that
dispersion modeling demonstrated that primary particulate concentrations are not sufficient to
cause noticeable visibility impairment, yet the report does not appear to establish this.
Organics also receive insufficient attention.  Figures 6-6 and 6-7 show that the organics
contribution to visibility impairment is relatively low at the site but error bars are not placed on
these data.  The error bars on the organics may be quite large considering the paucity of
accurate methods for determining their aerosol concentrations.

O.3. One of the conclusions of the report concerns the fraction of visibility impairment
attributable to MPP emissions.  This fraction will change due to changes in emissions from
MPP or the other significant sources in the region.  The relative importance of MPP
emissions will increase if the regional sources reduce over time whereas its importance will
diminish if the regional sources increase over time.  One would expect emissions to decrease
on the US side of the border for the foreseeable future, but those in Mexico are more
uncertain.  This perspective is the key for weighing the future impact of MPP and the report
would benefit by including projected emissions from MPP and the regional sources that affect
its background.

O.4. A large fraction of the references employed in the report have not been peer reviewed or
published in readily available journals.  This is unfortunate considering the comments in this
regard received by the EPA on the last PM criteria document.  If material presented in
abstracts or at conferences has also been presented in a peer-reviewed venue, the
references should be changed to reflect this where possible.

O.5. At many locations in the report, the point is made that emissions from southern California
pass over the MPP before reaching the GCNP.  This poses two problems for the visibility
assessment.  First, it obscures the contribution of MPP given the substantial background.
Are there tracers indicative of MPP (such as a trace metal) that could be used, or could have



been used, to distinguish it from the background?  Second, the southern California plume
may significantly alter the oxidizing capacity of the air that is diluting the MPP plume. This
could be very important to emission controls for MPP.  The relationship between SO2
emissions and sulfate production is a nonlinear one so it is not clear what that anticipated
relationship is between SO2 emission reductions and sulfate concentrations at GCNP, let
alone visibility improvements.  Due to difficulties associated with complex terrain, cloud
processing events, and measurements, the models were not in very good agreement with the
measurements.  Yet some statistical features of the model predictions exhibited significant
agreement when averaged appropriately.  It seems appropriate to run them with reduced
emissions in conjunction with reduced, enhanced and current background to assess what if
any effect reductions might have.

O.6. Much is made of the lack of agreement between the transport modeling and tracer
efforts, and “blame” is placed firmly on the models.  Are there any possible contributions to
this discrepancy from the measurements?

Specific Comments

S.1. Page 4.  SO2 emissions are reported in different units, tons/day and tons/year.  Use
consistent units.

S.2. Page 10, Table 2-1.  The component PM2.5 masses do not agree with the total PM2.5
mass.  The disagreements should be addressed.

S.3. Page 18, Section 3.1.3.  The first paragraph of this section implies that nitric acid vapor
was not measured.  Is this true?

S.4. Page 38, section 4.2.1.1.  Significant effort is placed on quantifying the variation in PM2.5
cutpoint at different locations but the slope of the cutpoint is never specified.

S.5. Page 42, Sulfur Dioxide.  Considering the biased and uncertain SO2 data, some effort
should be placed here on the overall implications for the conclusions, or alternatively
refer to later sections where this may compromise the conclusions, if any.

S.6. Page 42, Sulfate: Does the reference to Eatough et al., 1997 pertain to
1997a or 1997b?

S.7. Page 43, line 2 ñ remove “the”

S.8. Page 67 section 5.3.  Remove “path” on line 3 (there are two occurrences)

S.9. Page 68 paragraph 1.  Why are the extinction coefficients higher in the canyon?  If the
composition of the air is the same, the RH should be lower at the bottom of the canyon
due to higher temperatures, which should lead to lower extinctions there.  These data
appear to be evidence that either the instruments are significantly biased or that the
concentration of PM is significantly higher in the canyon.  Flows channeled down the
canyon from local sources is the presumed cause, but this may not be supported by the
meteorological patterns.  Is the channel flow so efficient at bringing locally emitted
pollutants into the canyon that it always causes this difference?  If so, is this fairly direct
evidence that MPP emissions are reaching the canyon in the summer and significantly
degrading visibility ñ how could regional sources lead to such a difference?  If not, are the
instruments biased?

S.10. Page 74, paragraph 3.  The units of the scattering efficiency (0.6 g/m2) are inverted.

S.11. Page 107.  The text refers to Figure 7.3-1 and Table 7.3-1, which should be Figure 7-11
and Table 7-1, respectively.



S.12. Page 122. The beginning of the first paragraph is missing.

S.13. Page 124. Section 8.3.6.  Is the Malm reference to 1989 a or b?

S.14. Page 131, line 2 ñ insert the word “with”

S.15. Page 137, paragraph 3.  Is the first Vasconcelos reference 1996 a or b?  The
Vasconcelos, 1998 reference is not in the reference section.  Also in paragraph 2 on
page 140.

S.16. Page 139, first line.  Remove “Winter Haze”
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EXECUTIVE SUMMARY

The purpose of this study is to describe the extent of visual impairment in California and to identify
historical trends in visibility, visibility-impairing aerosols and emissions.  Visual impairment in the
atmosphere is caused by scattering and absorption of light by gases and particles.  The total effect of
scattering and absorption is called light extinction.  Light extinction is usually measured in terms of the
light extinction coefficient, which is the fractional reduction in light intensity that occurs over a specified
distance in the atmosphere.  Similarly, light scattering and absorption by particles and gases are
expressed in terms of their respective light scattering and absorption coefficients.  Light scattering by
particles between about 0.1 and 1.0 micrometers (µm) in diameter is usually the major contributor to
the light extinction coefficient, but light absorption by particles and gases can also be important.  In
very clean air, light scattering by air molecules (called Rayleigh scattering) can be comparable to light
scattering by particles and absorption by particles and gases.

The principal focus of this study is in defining and describing California-specific visibility issues and
concerns.  The important issues relate to the nature and extent of visual impairment, its causes, and
identification of analytical tools that may be applied in mitigating such impairment.  Special attention in
this regard was also placed on examining the role of emissions from the energy sector in California on
visual impairment.

Several sets of data that include optical measurements of various components of the extinction
coefficient were analyzed as well as available measurements of particulate matter smaller than 2.5 µm,
called PM2.5 and some of its constituents.  Most of the mass of particles smaller than 2.5 µm is in
particles between 0.1 and 1.0 µm, so PM2.5 is a good representation of the particles primarily
responsible for light scattering.  These data were available from the IMPROVE (Interagency Monitoring
of Protected Visual Environments) network maintained by the National Park Service and from
monitoring sites operated by California local air pollution control agencies.

The data used in the analyses and the time periods covered are indicated by monitoring site in Table
ES-1, and site locations are shown in Figure ES-1.  As seen in the table, local-agency light scattering
coefficient data generally cover the time period from 1985 through 1996, and the IMPROVE data and
local-agency particulate matter data generally cover the time period from 1988 through 1996.  Although
data were available from additional IMPROVE and local-agency sites, those data covered more limited
time periods, so they were not used in the analyses.  Additionally, some sites reported data for earlier
and later periods than shown in the table, but these data were not included in the analyses in order to
maintain a consistent period-of-record for comparisons between sites.

The IMPROVE sites, with the exception of South Lake Tahoe, are located in Federal Class I areas
(National Parks, Monuments and Wilderness Areas).  The local-agency optical data are predominantly
from the Sacramento Valley Air Basin, while the particulate matter data are primarily from the San
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Table ES-1
Summary of Data Availability

Period Covered

Air Basin Location

Elevation

(meters) Operator
Optical

Data
Particulate

Matter
North Coast Redwood National Parka 232 IMPROVE 1988-1996
Northeast Plateau Lassen Volcanic National

Parka
1,798 IMPROVE 1988-1996

Lake County Lakeport 408 Local 1985-1996
Lake Tahoe South Lake Tahoe 1,900 IMPROVE 1989-1996

Arbuckle 43 Local 1985-1996
Chico 62 Local 1985-1996
Colusa 17 Local 1985-1996
Gridley 0 Local 1985-1996
Pleasant Grove 50 Local 1985-1996

Sacramento Valley

Yuba City 20 Local 1985-1996
Point Reyes National
Seashorea

38 IMPROVE 1988-1996San Francisco Bay

San Jose 24 Local 1990-1996
Bakersfield 137 Local 1988-1996
Fresno 91 Local 1988-1996
Madera 60 Local 1989-1996
Modesto 27 Local 1989-1996
Stockton 19 Local 1985-1996 1989-1996

San Joaquin Valley

Visalia 97 Local 1988-1996
Mountain Counties Yosemite National Parka 1,615 IMPROVE 1989-1996 1988-1996
North Central Coast Pinnacles National

Monumenta
317 IMPROVE 1988-1993 1988-1996

Azusa 183 Local 1988-1996
Long Beach 6 Local 1989-1996
Riverside 250 Local 1988-1996

South Coast

San Gorgonio
Wilderness Areaa

1,712 IMPROVE 1989-1996 1988-1996

Salton Sea El Centro 0 Local 1988-1996
a Federal Class I Area
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Joaquin Valley and South Coast Air Basins, with single sites in the Lake County, San Francisco Bay
and Salton Sea Air Basins.

Estimates of emissions of particulate matter and precursor gases that can form particulate matter
through reactions in the atmosphere were also analyzed.  The California Air Resources Board
estimated annual average daily emissions of PM10, nitrogen oxides (NOX), sulfur oxides (SOX), carbon
monoxide (CO) and reactive organic gases (ROG) at five-year intervals from 1985 through 2010,
categorized by standard industrial classification (SIC) code and source category code (SCC) within
each county and air basin.

The analyses of these data led to the following conclusions:

1. The highest fine particle concentrations in California are present in locations with surrounding
topography that limits dispersion.  These areas include the Central Valley, the South Coast Air
Basin, the San Francisco Bay area and the Lake Tahoe Air Basin.

2. The highest concentrations at these locations generally occur during the fall or winter, when
periods of low inversions and low wind speeds accompanied by high humidities lead to the
accumulation of emitted particulate matter and formation of secondary particulate matter
constituents through atmospheric chemical reactions.

3. Carbon-containing materials and ammonium nitrate are the major constituents of PM2.5 at the
locations with the highest PM2.5 mass concentrations.  Wood burning may be a major source of the
carbon-containing materials, particularly at locations with cooler fall and winter temperatures, while
the ammonium nitrate is formed from atmospheric reactions that involve nitrogen oxides and
ammonia.

4. Concentrations at coastal locations, such as Redwood National Park and Point Reyes National
Seashore, do not vary as much with season as concentrations at inland locations, although there is
a tendency for higher concentrations to occur during fall and winter than during spring and
summer.

5. Concentrations at Yosemite and Lassen Volcanic National Parks are highest during the summer, in
contrast with the other locations, and sulfate is a larger contributor than ammonium nitrate.  This
behavior may be caused by summertime park visitors or by transport from the Central Valley.

6. Concentrations at San Gorgonio Wilderness Area are highest during spring and summer, when
conditions are conducive to transport of material from the South Coast Air Basin.

7. Statistically significant decreases in concentrations occurred between 1989 and 1996 in several air
basins.  Most notable were decreases in the San Joaquin Valley during winter and at San
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Gorgonio Wilderness Area during spring, which are the times of year when concentrations are
highest at these locations.

8. Estimated emissions of PM2.5, nitrogen oxides and sulfur oxides decreased throughout the state
between 1990 and 1995.  These decreases are consistent with the observed decreases in
concentrations.  However, decreases in concentrations did not accompany decreases in emissions
everywhere.  For example, most trends at Azusa, Long Beach and Riverside, in the South Coast
Air Basin, and at San Jose, in the San Francisco Bay Air Basin, were not statistically significant.

9. Emissions from energy production are small percentages of PM2.5, nitrogen oxide and sulfur oxide
emissions in California, so energy production likely does not contribute substantially to decreased
visibility or increased PM2.5 concentrations.

10. Emissions from non-mobile source energy use (fuel combustion except by mobile sources and
electricity generating plants) are a larger percentage of total emissions than emissions from energy
production.  In particular, wood burning is a substantial contributor to PM2.5 emissions in cooler
locations, such as the Lake Tahoe and Mountain Counties Air Basins.  Therefore, emissions from
non-mobile source energy use may be important contributors to reduced visibility and increased
PM2.5 concentrations in some parts of the state.

11. PM2.5 emissions are projected to increase in the future in almost every air basin, largely because of
increases in emissions from paved and unpaved road travel and from residential wood
combustion.  NOX emissions are expected to continue to decrease, largely because of additional
reductions from mobile sources.  SOX emissions are expected to remain fairly constant in the
future.

12. The decreases in NOX emissions may lead to decreases in PM2.5 concentrations and
improvements in visibility in locations where ammonium nitrate is the major PM2.5 constituent and
ammonia emissions are high, such as the San Joaquin Valley.  The increases in PM2.5 emissions
from paved and unpaved road travel may not affect visibility much, because the particles in these
emissions are not very efficient in scattering light.  Increases in emissions from wood combustion,
on the other hand, may degrade visibility.

13. Several atmospheric models exist that can be used to better understand relationships between
emissions, atmospheric particulate matter, and visibility.  However, their application generally
requires extensive quantities of data and experience.

14. More extensive spatial coverage is needed to better understand the nature and causes of visibility
and particulate matter concentrations in California.  Implementation of the PM2.5 monitoring
network in conjunction with expansion of the IMPROVE network will help provide this information in
the future.
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15. Recent and ongoing developments in measurement techniques for atmospheric optical parameters
and particulate matter mass and constituents will also provide new information to better
characterize visibility and particulate matter.
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1.0  INTRODUCTION

The purpose of this report is to describe the extent of visual impairment in California and to identify
historical trends in visibility, visibility-impairing aerosols and emissions.  Visual impairment in the
atmosphere is caused by scattering and absorption of light by gases and particles.  The total effect of
scattering and absorption is called light extinction.  Light extinction is usually measured in terms of the
light extinction coefficient, which is the fractional reduction in light intensity that occurs over a specified
distance in the atmosphere.  Similarly, light scattering and absorption by particles and gases are
expressed in terms of their respective light scattering and absorption coefficients.  Light scattering by
particles between about 0.1 and 1.0 micrometers (µm) in diameter is usually the major contributor to
the light extinction coefficient, but light absorption by particles and gases can also be important.  In
very clean air, light scattering by air molecules (called Rayleigh scattering) can be comparable to light
scattering by particles and absorption by particles and gases.

The principal focus of this report is in defining and describing California-specific visibility issues and
concerns.  The important issues relate to the nature and extent of visual impairment, its causes, and
identification of analytical tools that may be applied in mitigating such impairment.  Special attention in
this regard was also placed on examining the role of emissions from the energy sector in California on
visual impairment.

Several sets of data that include optical measurements of various components of the extinction
coefficient were acquired and analyzed as well as available measurements of particulate matter
smaller than 2.5 µm, called PM2.5 and some of its constituents. Most of the mass of particles smaller
than 2.5 µm is in particles between 0.1 and 1.0 µm, so PM2.5 is a good representation of the particles
primarily responsible for light scattering.  The data sets that were acquired and how they were
processed are described in Section 2 of this report.

Section 3 presents and discusses seasonal and geographic variations in the data.  Historical trends in
the optical and particulate matter data as well as trends in estimated emissions are examined in
Section 4.  Section 4 also address the potential role of emissions from the energy sector.  Section 5
describes simulation models that are available or being developed to relate visibility to emissions, and
Section 6 discusses the current state of the science for measuring visibility and particulate matter.
Conclusions are presented in Section 7.
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2.0  DATABASE COMPILATION

Emissions, optical and particulate matter data were acquired and compiled into databases for
subsequent analysis.  This section describes the data that were available and how they were
processed prior to conducting the data analyses.

2.1 Data Overview

The California Air Resources Board (ARB, 1998) estimated annual average daily emissions of PM10,
nitrogen oxides (NOX), sulfur oxides (SOX), carbon monoxide (CO) and reactive organic gases (ROG)
at five-year intervals from 1985 through 2010, categorized by standard industrial classification (SIC)
code and source category code (SCC) within each county and air basin.  The air basins are shown in
Figure 2-1.

Optical and particulate matter data were available from the IMPROVE (Interagency Monitoring of
Protected Visual Environments) network maintained by the National Park Service and from monitoring
sites operated by California local air pollution control agencies.  Optical data included the light
extinction (bext) and absorption (babs) coefficients measured at IMPROVE sites and the particle light
scattering coefficient (bsp) and coefficient of haze (COH) measured at local-agency sites.  Particulate
matter data included PM2.5 mass and chemical composition and PM10 mass from IMPROVE sites as
well as PM2.5 mass and PM10 mass and chemical composition measured at local-agency sites.  The
available optical data were supplemented with light scattering and extinction coefficients calculated
from particulate matter data at the IMPROVE sites.  The IMPROVE data were acquired from the
National Park Service Air Resources Division Internet File Transfer Protocol (FTP) server
(ftp://alta_vista.cira.colostate.edu/), and the local agency data were acquired from ARB (1997).

The light extinction coefficient is measured continuously at IMPROVE sites with transmissometers and
reported as hourly averages.  Particulate matter samples are collected over 24-hour periods twice
weekly on filters with IMPROVE samplers and analyzed by the laser integrating plate method (LIPM)
for the particle light absorption coefficient and by various techniques for mass, chemical elements,
elemental and organic carbon and water-extractable ions.  Sisler et al. (1996) provide details of
IMPROVE procedures.  The IMPROVE measurements may underestimate concentrations of semi-
volatile organic compounds because of loss of material from the filter samples.

The light scattering coefficient is measured continuously with integrating nephelometers at local-
agency sites and reported as hourly averages.  The nephelometers used at these sites generally raise
the temperature of the sampled air somewhat above ambient, which can cause a reduction in relative
humidity, leading to a loss of water from the particles and an underestimate of the particle light
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Figure 2-1 California Air Basins
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scattering coefficient.  The coefficient of haze is measured over two-hour periods by light transmission
through samples collected on glass fiber filter tape by moving filter tape samplers.  Although the
coefficient of haze is not a direct measure of the particle light absorption coefficient, changes in the
coefficient of haze at a site should be indicative of relative changes in particle light absorption.

PM2.5 filter samples are collected over 24-hour periods with dichotomous samplers at local agency-
sites and analyzed gravimetrically for mass.  PM10 samples are collected over 24-hour periods with
high-volume samplers and analyzed gravimetrically for mass and by various methods for a limited
number of chemical constituents, including water-soluble sulfate and nitrate.  The collection method
can lead to loss of particulate nitrate from the sample by volatilization, so the nitrate values from these
sites may be lower bounds on the actual concentrations.

The data used in the analyses and the time periods covered are indicated by monitoring site in Table
2-1, and site locations are shown in Figure 2-2.  As seen in the table, the local-agency light scattering
coefficient data generally cover the time period from 1985 through 1996, and the IMPROVE data and
local-agency particulate matter data generally cover the time period from 1988 through 1996.  Although
data were available from additional IMPROVE and local-agency sites, those data covered more limited
time periods, so they were not used in the analyses.  Additionally, some sites reported data for earlier
and later periods than shown in the table, but these data were not included in the analyses in order to
maintain a consistent period-of-record for comparisons between sites.

The IMPROVE sites, with the exception of South Lake Tahoe, are located in Federal Class I areas
(National Parks, Monuments and Wilderness Areas).  The local-agency light scattering coefficient data
are predominantly from the Sacramento Valley Air Basin, while the particulate matter data are primarily
from the San Joaquin Valley and South Coast Air Basins, with single sites in the Lake County, San
Francisco Bay and Salton Sea (part of the Southeast Desert) Air Basins.

2.2 Data Processing

The data were processed in various ways prior to analysis.  The data processing activities included the
following:

•  PM2.5 emissions were estimated by applying PM2.5-to-PM10 emission ratios to the PM10 emission
estimates.  The PM2.5-to-PM10 ratios were developed and assigned to source classification codes
by ARB (1999).

•  IMPROVE transmissometer measurements that were made when the hourly-average relative
humidity exceeded 90% were deleted to avoid periods of fog or precipitation.
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Table 2-1
Summary of Data Availability by Site

Period Covered

Air Basin Location

Elevation

(meters) Operator bext

bsp and
COH

Particulate
Matterb

North Coast Redwood National Parka 232 IMPROVE 1988-1996
Northeast Plateau Lassen Volcanic National

Parka
1,798 IMPROVE 1988-1996

Lake County Lakeport 408 Local 1985-1996
Lake Tahoe South Lake Tahoe 1,900 IMPROVE 1989-1996

Arbuckle 43 Local 1985-1996
Chico 62 Local 1985-1996
Colusa 17 Local 1985-1996
Gridley 0 Local 1985-1996
Pleasant Grove 50 Local 1985-1996

Sacramento Valley

Yuba City 20 Local 1985-1996
Point Reyes National
Seashorea

38 IMPROVE 1988-1996San Francisco Bay

San Jose 24 Local 1990-1996
Bakersfield 137 Local 1988-1996
Fresno 91 Local 1988-1996
Madera 60 Local 1989-1996
Modesto 27 Local 1989-1996
Stockton 19 Local 1985-1996 1989-1996

San Joaquin Valley

Visalia 97 Local 1988-1996
Mountain Counties Yosemite National Parka 1,615 IMPROVE 1989-1996 1988-1996
North Central Coast Pinnacles National

Monumenta
317 IMPROVE 1988-1993 1988-1996

Azusa 183 Local 1988-1996
Long Beach 6 Local 1989-1996
Riverside 250 Local 1988-1996

South Coast

San Gorgonio
Wilderness Areaa

1,712 IMPROVE 1989-1996 1988-1996

Southeast Desert El Centro 0 Local 1988-1996
a Federal Class I Area
b IMPROVE sites also measure babs
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Figure 2-2 Monitoring Site Locations
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•  24-hour averages (midnight-to-midnight) of the light scattering coefficient and coefficient of haze
measured at local-agency sites and of the light extinction coefficient measured at IMPROVE sites
were calculated.

•  Medians and 20th and 80th percentiles of all of the 24-hour average data were calculated by season
with all years combined, and medians were calculated by season during each year.  Winter was
defined as December, January and February, spring as March-May, summer as June-August and
fall as September-November.  December of a year was considered to be part of winter of the
following year.  Medians by season within each year were not calculated when fewer than half the
possible values were available in order to reduce biases caused by non-uniform measurements.

Additionally, as mentioned previously, seasonal average light scattering and extinction coefficients
were calculated from IMPROVE particle light absorption coefficient and particulate matter data
following the approach described by Sisler et al. (1996).  The seasonal average light scattering
coefficient is given by:

bsp = 3 f(RH) [(NH4)2SO4] + 3 f(RH) [NH4NO3] + 4 [OMC] + [FINE SOIL] + 0.6 [CM] (1)

where:

bsp = seasonal average particle scattering coefficient (Mm-1)
RH = seasonal average relative humidity (%)
f(RH) = function to account for effect of RH on dry scattering efficiency

= T0+T2[100/(100-RH)]2+ T3[100/(100-RH)]3+ T4[100/(100-RH)]4

T0,T2,T3,T4 = seasonal coefficients in Table 2-2
[(NH4)2SO4] = estimated seasonal average PM2.5 ammonium sulfate (µg/m3)

= 4.125[S]
[S] = seasonal average PM2.5 sulfur concentration (µg/m3)
[NH4NO3] = estimated seasonal average PM2.5 ammonium nitrate (µg/m3)

= 1.29[NO3]
[NO3] = seasonal average PM2.5 nitrate ion concentration (µg/m3)
[OMC] = estimated seasonal average PM2.5 organic mass from carbon (µg/m3)

= 1.4[OC]
[OC] = seasonal average PM2.5 organic carbon concentration (µg/m3)
[FINE SOIL] = estimated seasonal average fine soil mass (µg/m3)

= 2.2[Al]+2.19[Si]+1.63[Ca]+2.42[Fe]+1.94[Ti]
[Al] = seasonal average PM2.5 aluminum concentration (µg/m3)
[Si] = seasonal average PM2.5 silicon concentration (µg/m3)
[Ca] = seasonal average PM2.5 calcium concentration (µg/m3)
[Fe] = seasonal average PM2.5 iron concentration (µg/m3)
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[Ti] = seasonal average PM2.5 titanium concentration (µg/m3)
[CM] = seasonal average coarse mass concentration (µg/m3)

Table 2-2
Coefficients of Seasonal Relative Humidity Function

(from Sisler et al., 1996)

Season T0 T2 T3 T4

Spring 0.755444191 0.309123730 -0.004452367 -0.004452367

Summer 0.510759769 0.465726914 -0.081099333 0.004250618

Fall -0.026943445 0.828440163 -0.195533654 0.014109026

Winter 1.188625964 0.286931211 -0.033208114 0.001144830

Seasonal average relative humidity values, listed in Table 2-3, were taken from Sisler et al (1996).  A
single value was used for all years at each site, so the resulting calculations do not reflect year-to-year
changes in average relative humidity.  This reduces the correspondence to the values of the light
scattering and extinction coefficients that actually occurred each year.

Table 2-3
Seasonal Average Relative Humidities Used for Calculating Light Scattering at IMPROVE Sites

Seasonal Average Relative Humidity (percent)
Site Spring Summer Fall Winter

Lassen Volcanic National Park 67 71 55 66

Pinnacles National Monument 73 72 71 75

Point Reyes National Seashore 73 72 71 75

Redwood National Park 73 72 71 75

San Gorgonio Wilderness Area 55 45 41 51

South Lake Tahoe 53 42 48 57

Yosemite National Park 63 44 45 56
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Calculated and measured seasonal average extinction coefficients are compared in Figure 2-3 through
Figure 2-5 for the three sites where transmissometer measurements were made (Pinnacles National
Monument, San Gorgonio Wilderness Area and Yosemite National Park).  The values in the figures
are averages during each season over all years for which data were available.
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Figure 2-3 Comparison of Calculated and Measured Seasonal Average Light Extinction Coefficients
Averaged Over All Years at Pinnacles National Monument
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Figure 2-4 Comparison of Calculated and Measured Seasonal Average Light Extinction Coefficients
Averaged Over All Years at San Gorgonio Wilderness Area
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Figure 2-5 Comparison of Calculated and Measured Seasonal Average Light Extinction Coefficients
Averaged Over All Years at Yosemite National Park
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The agreement between calculated and measured values is best for Pinnacles National Monument
and worst for Yosemite National Park.  Calculated values are generally higher than the measured
values for Pinnacles National Monument and lower than the measured values for San Gorgonio
Wilderness Area and Yosemite National Park.

Several factors may contribute to the differences between the calculated and measured values,
including: (1) inaccuracies in the model used to calculate the light scattering coefficient (Equation 1);
(2) the use of twice-per-week particulate matter samples to estimate seasonal average chemical
composition and particle light absorption; (3) uncertainties in the particulate matter measurements; (4)
uncertainties in the transmissometer measurements; and (5) differences between actual relative
humidity values and the “typical” values used in the calculations.  Thus, relatively small differences in
the calculated light scattering or extinction coefficients between sites or time periods may not be
indicative of actual differences in the coefficients that would be measured.
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3.0  CHARACTERISTICS OF OPTICAL AND PARTICULATE MATTER DATA

This section presents and discusses characteristics of the optical and particulate matter data.  It begins
with a description of geographic variations in California.  This description is followed by presentations
and discussions of characteristics within each air basin for which data were available.  The data from
all years were combined to produce “characteristic” geographic and seasonal distributions.  Although a
single year could have been selected for these analyses, the patterns that occurred during that year
might not be representative of other years.

3.1 Geographic Patterns

The geographic distributions of the particle light scattering coefficient, PM2.5 mass, PM2.5 nitrate and
sulfate at IMPROVE sites and PM10 nitrate and sulfate at local-agency sites are presented in a series
of maps.  Each map shows the median value during a season at each local-agency site and the
average value at each IMPROVE site.  Average values are presented at the IMPROVE sites, because
the light extinction coefficient and contributions from various constituents were calculated using
averages, rather than medians, as described in Section 2.2.  Spring is defined as March-May, summer
as June-August, fall as September-November and winter as December-February.

3.1.1 Geographic Patterns of Particle Light Scattering Coefficients

The geographic distributions of the particle light scattering coefficient (bsp) during the four seasons are
shown in Figure 3-1 through Figure 3-4.  The values for the IMPROVE sites are seasonal average
values calculated as described in Section 2.2, while the values at the other sites are seasonal medians
of measured values.

During spring (Figure 3-1), the highest values occur at the Sacramento Valley and San Joaquin Valley
sites and at San Gorgonio Wilderness Area (see Figure 2-2 for site locations).  This relatively high
value at San Gorgonio Wilderness Area, compared with the other IMPROVE sites, is probably caused
by transport of particulate matter from the South Coast Air Basin.  Values tend to be fairly uniform at
the California Central Valley sites, although the values at the Yuba City site are substantially higher
than the values at the other sites in the Sacramento Valley Air Basin.  The lowest value is at Lassen
Volcanic National Park.  The values tend to increase from north to south at the western sites
(Redwood National Park, Lakeport, Point Reyes National Seashore and Pinnacles National
Monument).  Values at South Lake Tahoe and Yosemite National Park are similar to the values at the
northern western sites.

The geographic pattern during summer (Figure 3-2) is similar to the pattern during spring.
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During fall (Figure 3-3), the values at the Central Valley sites are substantially higher than at any of the
other sites.  These high values are consistent with lower inversion heights and wind speed during the
fall than during spring and summer, which lead to higher concentrations of emitted particulate matter.
Lower temperatures than during spring and summer also promote the formation of particulate
ammonium nitrate, and higher relative humidity causes hygroscopic particulate matter constituents to
acquire liquid water, which increases light scattering.  The value at San Gorgonio Wilderness Area
during fall is comparable to the values at the northern western sites, such as Lakeport.  This lower
value at San Gorgonio Wilderness Area is probably caused by lower inversion heights in the South
Coast Air Basin that are below the site’s elevation of more than 1,700 m.

Values are much higher at the Sacramento Valley and San Joaquin Valley Air Basin sites than at the
other sites during winter (Figure 3-4) as a result of low inversion heights and high relative humidity.
The value at South Lake Tahoe is higher than values at the northern western sites.  This higher value
is caused by low inversion heights at that location during the winter.

3.1.2 Geographic Patterns of Particulate Matter Concentrations

Geographic distributions of seasonal PM2.5 mass concentrations are shown in Figure 3-5 through
Figure 3-8.

During spring (Figure 3-5), concentrations tend to increase from north to south in the San Joaquin
Valley Air Basin as well as from west to east in the South Coast Air Basin.  Values at sites in the
coastal air basins are similar to each other, although values at San Jose and Point Reyes National
Seashore are somewhat higher than values at Redwood National Park and Pinnacles National
Monument.  The value at San Gorgonio Wilderness Area is about the same as at El Centro.  The value
at South Lake Tahoe is similar to the values in the coastal air basins, and the values at Lassen
Volcanic and Yosemite National Parks are the lowest.

The geographic distribution during summer (Figure 3-6) is similar to the distribution during spring,
although concentrations are generally higher than during spring, particularly at Yosemite National Park.
This increase from spring to summer at Yosemite National Park may be caused by increased local
emissions associated with park visitors and, possibly, with transport from the San Joaquin Valley
promoted by the higher mixing heights associated with warm summer temperatures.

Differences among sites are greater during fall (Figure 3-7) than during spring and summer.  Increases
in concentrations from north to south in the San Joaquin Valley Air Basin and from west to east in the
South Coast Air Basin are greater.  Additionally, the value at San Jose is substantially higher than the
value at the other coastal air basin sites, and the difference between San Gorgonio Wilderness Area
and the South Coast Air Basin sites is greater.  The higher value at San Jose is probably caused by
lower mixing heights during fall than during spring and summer, and the lower
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value at San Gorgonio Wilderness area is indicative of decreased transport from the South Coast Air
Basin.

During winter (Figure 3-8), PM2.5 concentrations in the San Joaquin Valley Air Basin are higher than
anywhere else and the highest anywhere during the entire year.  The value at Long Beach is higher
than at the other South Coast Air Basin sites, in contrast with the other seasons, when it was the
lowest, and the value at San Gorgonio Wilderness Area is much lower than at the South Coast Air
Basin sites.  San Jose is substantially higher than other coastal air basin sites.  Values at San
Gorgonio Wilderness Area, Lassen Volcanic National Park, Yosemite National Park and Redwood
National are substantially lower than at the other sites.

Geographic distributions of nitrate concentrations are shown in Figure 3-9 through Figure 3-12.  The
values at the IMPROVE sites are average measured PM2.5 concentrations, while the values at other
sites are medians of measured PM10 concentrations.  Note that the IMPROVE PM2.5 nitrate
concentration measurements may not be equivalent to the PM10 nitrate concentration measurements,
as noted in Section 2.1.

During spring and summer (Figure 3-9 and Figure 3-10), nitrate concentrations are generally low,
except at Riverside, in the South Coast Air Basin, and values are extremely low at most of the
IMPROVE sites.  The high value at Riverside is caused by the predominant east-to-west transport
combined with high ammonia emissions from cattle feed lots between it and the other two sites in the
South Coast Air Basin.  These ammonia emissions promote the formation of particulate ammonium
nitrate.

During fall (Figure 3-11), nitrate concentrations in the San Joaquin Valley Air Basin generally increase
from north to south and are higher than the coastal air basin sites, except San Jose, and the northern
and mountain sites.  Additionally, Riverside is substantially higher than the other South Coast Air Basin
sites.

During winter (Figure 3-12) nitrate concentrations are much higher in the San Joaquin Valley Air Basin
than anywhere else with an increase from north to south, while concentrations in the South Coast Air
Basin are fairly uniform.  The large concentrations in the San Joaquin Valley Air Basin are caused by
stagnant conditions, low temperatures, high relative humidity and ammonia emissions, all of which
promote formation of particulate ammonium nitrate.

Geographic distributions of sulfate concentrations are shown in Figure 3-13 through Figure 3-16.
Values at the IMPROVE sites were calculated by multiplying average measured PM2.5 sulfur
concentrations by three to account for the oxygen associated with sulfate, while the values at the other
sites are medians of measured PM10 sulfate concentrations.
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The geographic distributions are similar during all four seasons, with concentrations in the South Coast
Air Basin fairly uniform and higher than at other sites, and with concentrations in the San Joaquin
Valley Air Basin fairly uniform and somewhat lower than in the South Coast Air Basin.  The exception
is during fall (Figure 3-15), when concentrations in the San Joaquin Valley Air Basin are similar to
concentrations in the South Coast Air Basin.  Concentrations at San Jose tend to be close to the
concentrations in the San Joaquin Valley Air Basin.

3.2 Characteristics by Air Basin

Several types of graphs were prepared to display characteristics of the optical and particulate matter
data at each site:

•  “Whisker” plots showing the median and 20th and 80th percentiles of measured optical properties
and PM2.5 mass concentration

•  Bar charts showing median seasonal concentrations (seasonal averages at IMPROVE sites) of
PM2.5 mass and its constituents

•  Bar charts showing the seasonal average calculated light extinction coefficient and its constituents
at IMPROVE sites

Nitrate concentrations are expressed as ammonium nitrate (calculated by multiplying measured nitrate
by 1.29 to account for ammonium), and sulfate concentrations are expressed as ammonium sulfate
(calculated by multiplying sulfur measured at IMPROVE sites by 4.125 and sulfate measured at local-
agency sites by 1.375 to account for ammonium).  Although it has not been established that all sulfur
and sulfate are present exclusively as ammonium sulfate, the relatively high ammonia emission rates
in many parts of California, such as the Sacramento and San Joaquin Valleys and the South Coast Air
Basin, should provide adequate atmospheric ammonia to react with all of the sulfate.  It is possible that
some of the sulfate at other locations may not be present as ammonium sulfate.

Additionally, as mentioned in Section 2.1, the nitrate measurements at local-agency sites are probably
lower bounds, because some of the nitrate may have been lost from the filter samples by volatilization.

3.2.1 North Coast Air Basin

Redwood National Park is located on the Pacific coast in the North Coast Air Basin.

Seasonal median and 20th and 80th percentile values of the particle light absorption coefficient (babs)
are shown in Figure 3-17.  These values do not vary much with season, with the exception of fall, when
the median and 80th percentile are substantially higher than during the other three seasons and during
winter, when the 20th percentile is somewhat lower than during other seasons.  Low values occur
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during all seasons, as indicated by the 20th percentile values.  This is because periods of substantial
atmospheric dispersion occur throughout the year, leading to larger differences between the 80th and
20th percentiles during seasons when high values also occur.  The higher values during the fall may be
associated with residential wood burning, while the lower values during the winter are probably
associated with storms.

Seasonal median and 20th and 80th percentiles of PM2.5 mass concentration are shown in Figure 3-18.
In contrast with the particle light absorption coefficient, the highest 80th percentile value occurs during
summer, although the values during fall are similar to the values during summer.  The lowest values
occur during winter.

Estimated seasonal average concentrations of PM2.5 constituents are shown in Figure 3-19.
Concentrations of ammonium sulfate, ammonium nitrate and organic mass from carbon (OMC) were
calculated as described in Section 2.2, while elemental carbon (EC) was measured directly.  The bar
labeled “Difference” is the difference between the measured PM2.5 mass concentration and the sum of
the constituents that are shown.  This difference is substantial during all seasons.  However, it can
largely be accounted for by sodium chloride from sea salt.  Although sodium chloride is not shown in
the figure, the average concentration during each season was estimated by multiplying the average
measured chloride concentration by 1.65 to account for the associated sodium.  The resulting
estimated sodium chloride concentrations during spring, summer, fall and winter are 1.1 µg/m3, 1.2
µg/m3, 0.6 µg/m3, and 0.7 µg/m3, respectively.  These amounts account for substantial fractions of the
“Difference” values in the figure.

Ammonium sulfate, EC+OMC and sodium chloride are the major constituents during spring and
summer, while EC+OMC is the largest constituent during fall and winter.  This increase in EC+OMC
during the cooler seasons is consistent with a possible contribution from residential wood combustion.
The large increase in EC+OMC during fall parallels the increase in babs.

Calculated seasonal average values of the light extinction coefficient (bext) and its constituents are
shown in Figure 3-20.  The bars labeled “Amm. Nitrate,” “Amm. Sulfate,” “Organic Cmpds.” and “Soil”
represent estimated light scattering by ammonium nitrate, ammonium sulfate, OMC and the sum of
fine soil and coarse mass, respectively.  Light scattering by sodium chloride was not estimated, so the
total light extinction coefficient is likely underestimated.  Light scattering by ammonium sulfate is
estimated to be the largest contributor during all seasons except winter, when light scattering by air
molecules (Rayleigh scattering) is larger.  Light scattering by organic compounds is estimated to be a
major contributor during the fall.  Although the average estimated EC+ OMC concentration is much
larger than the estimated ammonium sulfate concentration during the fall, the high relative humidity
increases the light scattering estimated for ammonium sulfate relative to the estimate for OMC.
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Figure 3-19 Seasonal Average PM2.5 Mass and Estimated Chemical Constituent Concentrations at
Redwood National Park
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Figure 3-20 Contributions to Calculated Seasonal Average Light Extinction Coefficient at Redwood
National Park
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3.2.2 Lake County Air Basin

Lakeport is located on the northwestern side of Clear Lake in the Lake County Air Basin.

Seasonal median and 20th and 80th percentile values of the light particle scattering coefficient (bsp)
measured at Lakeport are shown in Figure 3-21.  The median and 80th percentile values are highest
during winter and lowest during spring.  Values during summer and fall are similar.  The higher values
during winter are consistent with periods of stagnation and low mixing heights leading to accumulation
of emitted particulate matter.  The lower values during spring may be caused by generally higher wind
speeds.

Seasonal median and 20th and 80th percentiles of the coefficient of haze (COH) measured at Lakeport
are in Figure 3-22.  Values are substantially higher in fall and winter than in summer and spring, with
the highest values in winter.  This pattern is consistent with poorer dispersion during the cooler
seasons.

3.2.3 San Francisco Bay Air Basin

San Jose and Point Reyes National Seashore are at opposite ends of the San Francisco Bay area.
San Jose is inland from the Pacific coast, while Point Reyes National Seashore is on the ocean.

Seasonal median, 20th and 80th percentiles of PM2.5 mass concentration measured at San Jose are
shown in Figure 3-23.  The values vary strongly with season, with fall and winter values of the median
and 80th percentile much higher than the spring and summer values.  The winter 80th percentile is
much higher than the 80th percentile during the other seasons, which is consistent with periods of
stagnation and low mixing heights, leading to accumulation of emitted particulate matter as well as
increased formation of ammonium nitrate.  The 20th percentile values do not vary much among the
seasons, suggesting that periods of strong atmospheric dispersion occur throughout the year.

Seasonal median PM2.5 mass and PM10 ammonium sulfate and ammonium nitrate concentrations at
San Jose are shown in Figure 3-24.  The ammonium nitrate and ammonium sulfate values were
calculated by multiplying the measured nitrate and sulfate concentrations by 1.29 and 1.375,
respectively, to account for the associated ammonium, under the assumption that the sulfate is
completely neutralized.  The bar labeled “Other” is the difference between the average measured
PM2.5 mass concentration and the sum of the estimated ammonium nitrate and ammonium sulfate
concentrations.  It is probably composed primarily of organic compounds, elemental carbon and soil-
derived materials.

The “Other” category is the largest category during all seasons, particularly fall and winter, which
suggests that organic compounds and elemental carbon may be major constituents of the PM2.5 in San
Jose.  Ammonium sulfate exceeds ammonium nitrate during the spring and summer, while ammonium
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Figure 3-21 Seasonal Median and 20th and 80th Percentiles of the Particle Light Scattering Coefficient
Measured at Lakeport
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Figure 3-22 Seasonal Median and 20th and 80th Percentiles of the Coefficient of Haze Measured at
Lakeport
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Figure 3-23 Seasonal Median and 20th and 80th Percentiles of PM2.5 Mass Concentration at San Jose
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Figure 3-24 Seasonal Median PM2.5 Mass and PM10 Ammonium Nitrate and Ammonium Sulfate
Concentrations at San Jose
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nitrate exceeds ammonium sulfate during the fall and winter.  This pattern is consistent with increased
formation of ammonium nitrate during the cooler seasons.

Seasonal median, 20th and 80th percentile values of the particle light absorption coefficient measured
at Point Reyes National Seashore are shown in Figure 3-25.  The highest values occur during the fall
and winter, with the winter 80th percentile much higher than the values during the other seasons.
Additionally, the spring 80th percentile is higher than the summer value, suggesting that local wood
burning may be a major contributor during cooler periods.

Seasonal median, 20th and 80th percentile values of the PM2.5 mass concentration measured at Point
Reyes National Seashore are shown in Figure 3-26.  The seasonal variations are much weaker than
the variations in the particle light absorption coefficient.  Although the highest value of the 80th

percentile occurs during winter, the lowest value of the median also occurs during winter.

Estimated seasonal average concentrations of PM2.5 constituents at Point Reyes National Seashore
are shown in Figure 3-27.  In contrast with the median values in Figure 3-26, the winter average PM2.5

mass concentration is higher than averages during the other seasons, suggesting that the highest
winter values are much higher than most of the values measured during winter, which make the
average value higher than the median.  Sodium chloride from sea salt is a major contributor at this
location, as it is at Redwood National Park.  Estimated sodium chloride concentrations during spring,
summer, fall and winter are 2.2 µg/m3, 2.2 µg/m3, 1.1 µg/m3 and 1.0 µg/m3, respectively.  These values
account for half or more of the “Difference” bars in the figure.  Sodium chloride is estimated to be the
largest contributor to average PM2.5 mass during spring and summer, with ammonium sulfate being the
second largest during those seasons.  EC+OMC is estimated to be the largest contributor during fall,
and ammonium nitrate is the largest estimated contributor during winter with a substantial contribution
from EC+OMC.  The relative contributions from ammonium nitrate and ammonium sulfate during the
winter are similar to the relative contributions at San Jose, suggesting that Point Reyes National
Seashore and San Jose may be somewhat influenced by the same sources during this season.
Additionally, the relatively high concentration of EC+OMC during the winter and the relatively high
values of the particle light absorption coefficient suggest that periods of stagnation may lead to the
accumulation of emissions from wood combustion.

Estimated seasonal average values of the light extinction coefficient and its constituents are shown in
Figure 3-28.  Light scattering by ammonium sulfate is estimated to be the largest contributor during all
seasons except winter, when light scattering by ammonium nitrate is estimated to be the largest
contributor.

3.2.4 North Central Coast

Pinnacles National Monument is located to the east of the Salinas Valley in the North Central Coast Air
Basin.
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Figure 3-25 Seasonal Median and 20th and 80th Percentiles of the Particle Light Absorption
Coefficient at Point Reyes National Seashore
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Figure 3-26 Seasonal Median and 20th and 80th Percentiles of PM2.5 Mass Concentration at Point
Reyes National Seashore
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Figure 3-27 Seasonal Average PM2.5 Mass and Estimated Chemical Constituent Concentrations at
Point Reyes National Seashore
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Figure 3-28 Contributions to Calculated Seasonal Average Light Extinction Coefficient at Point
Reyes National Seashore
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Seasonal median and 20th and 80th percentiles of the light extinction coefficient measured at Pinnacles
National Monument are shown in Figure 3-29.  The highest 80th percentile values occur during fall and
winter, with the fall median value slightly higher than the winter median.  The lowest 20th percentile
value occurs in the winter, suggesting that winter storms contribute to low values while periods of
stagnation during fall and winter contribute to high values.

Seasonal median and 20th and 80th percentiles of the particle light absorption coefficient measured at
Pinnacles National Monument are shown in Figure 3-30.  The seasonal pattern differs from the pattern
for the extinction coefficient, with winter values generally lower than values during the other seasons.
The highest values occur during the fall, but the 80th percentile during the spring is higher than the
summer and winter 80th percentiles.

Seasonal median and 20th and 80th percentiles of PM2.5 mass concentrations measured at Pinnacles
National Monument are shown in Figure 3-31.  The seasonal pattern is similar to the pattern for the
particle light absorption coefficient, with the highest values occurring during the fall and the lowest
values during the winter.  However, values during the summer tend to be higher than values during the
spring.

Estimated seasonal average concentrations of PM2.5 constituents are shown in Figure 3-32.  The
“difference” term is much smaller here than at the more-coastal Redwood National Park and Point
Reyes National Seashore sites because sodium chloride is not a major contributor.  EC+OMC is the
largest contributor during every season except summer, when the estimated contribution from
ammonium sulfate is slightly higher.  The contribution from ammonium sulfate is higher than the
contribution from ammonium nitrate during all seasons except winter.  The seasonal patterns suggest
that dispersion is poorest during the fall, leading to an accumulation of locally emitted particulate matter
or of material transported down the Salinas Valley.

Estimated seasonal average values of the light extinction coefficient and its constituents are shown in
Figure 3-33.  Light scattering by ammonium sulfate is estimated to be the largest contributor during all
seasons except winter, when light scattering by ammonium nitrate is estimated to be the largest
contributor.  The average value of the calculated light extinction coefficient is highest during fall, with
similar estimated contributions from light absorption and light scattering by ammonium nitrate,
ammonium sulfate, organic compounds and air molecules.

3.2.5 Sacramento Valley Air Basin

Seasonal median and 20th and 80th percentiles of the particle light scattering coefficient measured at
sites in the Sacramento Valley Air Basin are shown in Figure 3-34.  The 80th percentile is highest at all
sites during winter and second highest during fall.  This pattern is consistent with the high incidence of
stagnant, cool conditions during the fall and winter, which lead to the accumulation of emitted
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Figure 3-29 Seasonal Median and 20th and 80th Percentiles of the Light Extinction Coefficient at
Pinnacles National Monument
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Figure 3-30 Seasonal Median and 20th and 80th Percentiles of the Particle Light Absorption
Coefficient at Pinnacles National Monument
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Figure 3-31 Seasonal Median and 20th and 80th Percentiles of PM2.5 Mass Concentration at
Pinnacles National Monument
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Figure 3-32 Seasonal Average PM2.5 Mass and Estimated Chemical Constituent Concentrations at
Pinnacles National Monument
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Figure 3-33 Contributions to Calculated Seasonal Average Light Extinction Coefficient at Pinnacles
National Monument
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Figure 3-34 Seasonal Median and 20th and 80th Percentiles of the Particle Light Scattering Coefficient
Measured at Sacramento Valley Air Basin Sites
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particulate matter.  The highest values occur at Chico, the northernmost site, and the lowest values
occur at Arbuckle, the westernmost site.  The pattern among sites suggests that the general flow of air
into the Sacramento Valley from the San Francisco Bay and then up to the north may lead to higher
concentrations on the eastern side of the valley.

Seasonal median and 20th and 80th percentiles of the coefficient of haze (COH) are shown in Figure
3-35.  The patterns are similar to the patterns for the particle light scattering coefficient, although the
differences between fall and winter values are not as great.  This pattern again suggests that stagnant
conditions during fall and winter lead to the accumulation of emitted particulate matter, particularly on
the eastern side of the valley.

3.2.6 San Joaquin Valley Air Basin

Seasonal median and 20th and 80th percentiles of the particle light scattering coefficient and the
coefficient of haze measured at Stockton are shown in Figure 3-36 and Figure 3-37, respectively.  The
patterns are similar to the patterns at the Sacramento Valley Air Basin sites and the values of the
percentiles are close to the values at Chico.

Seasonal median and 20th and 80th percentiles of the PM2.5 mass concentration measured at the San
Joaquin Valley sites are shown in Figure 3-38.  The highest values occur during fall and winter, with
winter values higher than fall values.  Additionally, the 20th and 80th percentile values are more
symmetric around the median values during winter than during fall, suggesting that periods of high
concentrations are more common during winter than during fall.

Seasonal median PM2.5 mass concentrations and estimated PM10 ammonium nitrate and ammonium
sulfate concentrations are shown in Figure 3-39 through Figure 3-44.  The seasonal variations in
relative contributions are essentially identical among the sites, with ammonium nitrate about the same
as ammonium sulfate during spring, ammonium sulfate higher than ammonium nitrate during summer,
ammonium nitrate similar to or higher than ammonium sulfate during fall, and ammonium nitrate
substantially higher than ammonium sulfate during winter.  These seasonal variations are caused by
changes in the estimated ammonium nitrate concentrations, since the estimated average ammonium
sulfate concentrations do not vary much among seasons.  As mentioned previously, periods of cool,
stagnant conditions during winter lead to the accumulation of emitted particulate matter and the
formation of ammonium nitrate.

3.2.7 Northeast Plateau Air Basin

Lassen Volcanic National Park is located in the southern Cascade Mountains, east of the northern end
of the Sacramento Valley in the Northeast Plateau Air Basin.
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Figure 3-35 Seasonal Median and 20th and 80th of the Coefficient of Haze Measured at Sacramento
Valley Air Basin Sites
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Figure 3-36 Seasonal Median and 20th and 80th Percentiles of the Particle Light Scattering Coefficient
Measured at Stockton
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Figure 3-37 Seasonal Median and 20th and 80th Percentiles of the Coefficient of Haze Measured at
Stockton
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Figure 3-38 Seasonal Median and 20th and 80th Percentiles of PM2.5 Mass Concentration at San
Joaquin Valley Air Basin Sites
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Figure 3-39 Seasonal Median PM2.5 Mass and PM10 Ammonium Nitrate and Ammonium Sulfate
Concentrations at Stockton
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Figure 3-40 Seasonal Median PM2.5 Mass and PM10 Ammonium Nitrate and Ammonium Sulfate
Concentrations at Modesto
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Figure 3-41 Seasonal Median PM2.5 Mass and PM10 Ammonium Nitrate and Ammonium Sulfate
Concentrations at Madera
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Figure 3-42 Seasonal Median PM2.5 Mass and PM10 Ammonium Nitrate and Ammonium Sulfate
Concentrations at Fresno
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Figure 3-43 Seasonal Median PM2.5 Mass and PM10 Ammonium Nitrate and Ammonium Sulfate
Concentrations at Visalia
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Figure 3-44 Seasonal Median PM2.5 Mass and PM10 Ammonium Nitrate and Ammonium Sulfate
Concentrations at Bakersfield
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Seasonal medians and 20th and 80th percentiles of the measured particle light absorption coefficient
and PM2.5 mass concentration are shown in Figure 3-45 and Figure 3-46, respectively.  The patterns
are almost identical, with the highest values occurring during summer and the lowest values during
winter.  Spring and fall values are about the same.  The higher values during summer may be caused
by local emissions associated with park visitors as well as by transport from the Sacramento Valley
promoted by high temperatures in the Valley, which lead to extensive vertical mixing.

Estimated seasonal average concentrations of PM2.5 constituents are shown in Figure 3-47.  EC+OMC
is the largest estimated contributor during all seasons, with the highest average concentration
occurring during summer, although the concentration during fall is only slightly lower than the summer
value.  Estimated contributions from ammonium sulfate and fine soil are also substantial during spring
and summer.

Estimated seasonal average values of the light extinction coefficient and its constituents are shown in
Figure 3-48.  Light scattering by air molecules is estimated to be the largest contributor during all
seasons.  Light scattering by ammonium sulfate is the second largest contributor during spring and
summer, followed by light scattering by organic compounds and light absorption.

3.2.8 Lake Tahoe Air Basin

South Lake Tahoe is located at the southern end of Lake Tahoe in the northern Sierra Nevada
Mountains.

Seasonal medians and 20th and 80th percentiles of the measured particle light absorption coefficient
and PM2.5 mass concentration are shown in Figure 3-49 and Figure 3-50, respectively.  The patterns
are similar, with much higher median and 80th percentile values during winter than during the other
seasons, and higher values during fall than during spring and summer.  These high fall and winter
values are indicative of periods poor dispersion caused by surface inversions.

Estimated seasonal average concentrations of PM2.5 constituents are shown in Figure 3-51.  EC+OMC
is the largest estimated contributor during all four seasons, accounting for more than 70 percent of the
PM2.5 mass during fall and more than 80 percent during winter.  This pattern suggests substantial
contributions from wood burning, particularly during the cooler seasons, leading to the high PM2.5 mass
concentrations during these seasons.

Estimated seasonal average values of the light extinction coefficient and its constituents are shown in
Figure 3-52.  Light absorption is estimated to be the largest contributor to the average extinction
coefficient during all seasons, followed by light scattering by organic compounds
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Figure 3-45 Seasonal Median and 20th and 80th Percentiles of the Particle Light Absorption
Coefficient at Lassen Volcanic National Park
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Figure 3-46 Seasonal Median and 20th and 80th Percentiles of PM2.5 Mass Concentration at Lassen
Volcanic National Park
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Figure 3-47 Seasonal Average PM2.5 Mass and Estimated Chemical Constituent Concentrations at
Lassen Volcanic National Park
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Figure 3-48 Contributions to Calculated Seasonal Average Light Extinction Coefficient at Lassen
Volcanic National Park
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Figure 3-49 Seasonal Median and 20th and 80th Percentiles of the Particle Light Absorption
Coefficient at South Lake Tahoe
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Figure 3-50 Seasonal Median and 20th and 80th Percentiles of PM2.5 Mass Concentration at South
Lake Tahoe



6200-023-300 September, 19993-44

PM2.5
�������
�������

Amm. Nitrate
�������
������� Amm. Sulfate�������
������� EC+OMC�������

Soil�������
Difference

South Lake Tahoe
Av

er
ag

e 
C

on
ce

nt
ra

tio
n 

(u
g/

m3 )

���������
���������

��������
��������

��������
��������

��������
��������
��������

�����
�����
�����

���������
���������
���������

���������
���������
���������

���������
���������

������
������
������
������
������
������
������

������
������
������
������
������
������

������
������
������
������
������
������
������
������
������
������

�����
�����
�����
�����
�����
�����
�����
�����
�����
�����
�����
�����
�����
�����
�����
�����

�������
�������
�������

�������
�������
�������

������
������
������

������
������
������

��������
��������

�������
�������

�������
�������

�������
�������0

2

4

6

8

10

12

14

Spring Summer Fall Winter

Figure 3-51 Seasonal Average PM2.5 Mass and Estimated Chemical Constituent Concentrations at
South Lake Tahoe
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Figure 3-52 Contributions to Calculated Seasonal Average Light Extinction Coefficient at South Lake
Tahoe
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3.2.9 Mountain Counties Air Basin

Yosemite National Park is located in the Sierra Nevada Mountains, east of the San Joaquin Valley in
the Mountain Counties Air Basin.  Seasonal median and 20th and 80th percentiles of the measured light
extinction and particle light absorption coefficients and measured PM2.5 mass concentration are shown
in Figure 3-53 through Figure 3-55.  The seasonal variations are similar for all three quantities, with the
highest values occurring during summer and the second highest during fall.  As was the case for
Lassen Volcanic National Park, the higher values during the summer may be associated with visitors to
the Park and with transport from the Central Valley caused by higher mixing depths and up-slope wind
flows.

Seasonal average PM2.5 constituent concentrations are shown in Figure 3-56.  EC+OMC is the largest
estimated constituent during all seasons with substantial estimated contributions from ammonium
sulfate during all seasons except winter.  The large contributions from EC+OMC during summer and
fall is consistent with wood burning by visitors during those seasons.

Estimated seasonal average values of the light extinction coefficient and its constituents are shown in
Figure 3-57.  Light scattering by organic compounds is estimated to be the largest contributor during
summer and fall and a substantial contributor during spring and winter.  Light scattering by air
molecules is the largest estimated contributor during spring and winter.  Light absorption is also a
major contributor during all seasons except winter.

3.2.10 South Coast Air Basin

Seasonal median and 20th and 80th percentiles of PM2.5 mass concentrations measured at Long
Beach, Azusa and Riverside are shown in Figure 3-58.  The highest 80th percentile values occur during
winter at Long Beach and fall at Azusa and Riverside.  The second highest values occur during fall at
Long Beach, winter at Azusa and Spring at Riverside.  Median values are highest during fall and winter
at Long Beach and during summer and fall at Azusa and Riverside.

Seasonal median PM2.5 mass and PM10 ammonium nitrate and ammonium sulfate concentrations at
Long Beach, Azusa and Riverside are shown in Figure 3-59 through Figure 3-61. The “Other”
category, which may be comprised of elemental carbon and organic compounds, is the largest
contributor at Long Beach during fall and winter, followed by ammonium sulfate during fall and
ammonium nitrate during winter (Figure 3-59).  Ammonium sulfate is the largest contributor at Long
Beach during spring and summer.  At Azusa, the “Other” category is the largest contributor during
every season, with ammonium nitrate second largest during all seasons except summer (Figure 3-60).
Ammonium nitrate is the largest contributor at Riverside during every season except winter, when the
“Other” category is the largest (Figure 3-61).
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Figure 3-53 Seasonal Median and 20th and 80th Percentiles of the Light Extinction Coefficient at
Yosemite National Park
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Figure 3-54 Seasonal Median and 20th and 80th Percentiles of the Particle Light Absorption
Coefficient at Yosemite National Park
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Figure 3-55 Seasonal Median and 20th and 80th Percentiles of PM2.5 Mass Concentration at Yosemite
National Park
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Figure 3-56 Seasonal Average PM2.5 Mass and Estimated Chemical Constituent Concentrations at
Yosemite National Park
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Figure 3-57 Contributions to Calculated Seasonal Average Light Extinction Coefficient at Yosemite
National Park
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Figure 3-58 Seasonal Median and 20th and 80th Percentiles of PM2.5 Mass Concentration at South
Coast Air Basin Sites
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Figure 3-59 Seasonal Median PM2.5 Mass and PM10 Ammonium Nitrate and Ammonium Sulfate
Concentrations at Long Beach
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Figure 3-60 Seasonal Median PM2.5 Mass and PM10 Ammonium Nitrate and Ammonium Sulfate
Concentrations at Azusa
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Figure 3-61 Seasonal Median PM2.5 Mass and PM10 Ammonium Nitrate and Ammonium Sulfate
Concentrations at Riverside

Median ammonium sulfate concentrations are about the same at all three sites during each season,
while median ammonium nitrate concentrations tend to increase from west to east (Long Beach to
Azusa to Riverside) during all seasons except winter, when the median ammonium nitrate
concentration is higher at Long Beach than at the other sites.  These seasonal patterns suggest that:

•  Morning stratus clouds during early summer may facilitate formation of sulfate

•  Cooler temperatures during fall and winter promote formation of ammonium nitrate

•  Ammonia emissions upwind of Riverside promote formation of ammonium nitrate at Riverside,
even during summer when higher temperatures would otherwise favor the presence of gaseous
nitric acid

Seasonal median and 20th and 80th percentiles of the measured light scattering and absorption
coefficients and measured PM2.5 mass concentration at San Gorgonio Wilderness Area are shown in
Figure 3-62 through Figure 3-65.  The highest values of the median and 80th percentiles of all three
quantities occur during the spring and summer.  As mentioned previously, this is consistent with
transport from the South Coast Air Basin during warmer periods with increased mixing depths.
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Figure 3-62 Seasonal Median and 20th and 80th Percentiles of the Light Extinction Coefficient at San
Gorgonio Wilderness Area

80%
20%
Median

San Gorgonio Wilderness Area

ba
bs

 (M
m

-1
)

0

2

4

6

8

10

12

14

16

18

Spring Summer Fall Winter

Figure 3-63 Seasonal Median and 20th and 80th Percentiles of the Particle Light Absorption
Coefficient at San Gorgonio Wilderness Area
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Figure 3-64 Seasonal Median and 20th and 80th Percentiles of PM2.5 Mass Concentration at San
Gorgonio Wilderness Area
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Figure 3-65 Seasonal Average PM2.5 Mass and Estimated Chemical Constituent Concentrations at
San Gorgonio Wilderness Area
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Seasonal average PM2.5 constituent concentrations at San Gorgonio Wilderness Area are shown in
Figure 3-65.  Ammonium nitrate is estimated to be the largest constituent during every season,
followed by EC+OMC and ammonium sulfate.  The similarity in the relative contributions of the
constituents at San Gorgonio Wilderness Area to the relative contributions at Riverside (Figure 3-61),
the easternmost site in the South Coast Air Basin, is consistent with much of the particulate matter at
San Gorgonio coming from transport from the South Coast Air Basin.

Estimated seasonal average values of the light extinction coefficient and its constituents are shown in
Figure 3-66.  Light scattering by ammonium nitrate is estimated to be the largest contributor during
every season, particularly spring.  The contributions from light absorption and light scattering by the
other constituents (ammonium sulfate, organic compounds, soil-derived materials and light molecules)
all contribute similar amounts.

3.2.11 Salton Sea (Southeast Desert) Air Basin

El Centro is at the southern end of the Salton Sea Air Basin (located within the Southeast Desert Air
Basin), just north of the Mexican border.

Seasonal medians and 20th and 80th percentiles of the measured PM2.5 mass concentration are shown
in Figure 3-67.  Values are lower in the spring than in the other three seasons.  The summer, fall and
winter median values are all about the same, while the 80th percentile value is highest during winter.

Seasonal median PM2.5 mass and PM10 ammonium nitrate and ammonium sulfate concentrations are
shown in Figure 3-68.  The “Other” category is the largest contributor during every season, followed by
ammonium sulfate during all seasons except winter, when the median ammonium nitrate concentration
slightly exceeds ammonium sulfate.  Ammonium sulfate is highest during the summer, while median
ammonium nitrate concentrations vary little with season, except for a slight increase during winter.
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Figure 3-66 Contributions to Calculated Seasonal Average Light Extinction Coefficient at San
Gorgonio Wilderness Area
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Figure 3-67 Seasonal Median and 20th and 80th Percentiles of PM2.5 Mass Concentration at El Centro
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Figure 3-68 Seasonal Median PM2.5 Mass and PM10 Ammonium Nitrate and Ammonium Sulfate
Concentrations at El Centro

3.3 Summary

The presentations in this section have revealed the following general characteristics of the optical and
particulate matter data:

•  Carbon-containing materials and ammonium nitrate are the major constituents of PM2.5 and the
major contributors to light extinction at the locations with the highest PM2.5 mass concentrations
and the largest estimated light extinction coefficients.  Wood burning may be a major source of the
carbon-containing materials, particularly at locations with cooler fall and winter temperatures, while
the ammonium nitrate is formed from atmospheric reactions that involve nitrogen oxides and
ammonia.

•  The highest PM2.5 concentrations in California are present in locations with surrounding topography
that limits dispersion.  These areas include the Central Valley, the South Coast Air Basin, the San
Francisco Bay area and the Lake Tahoe Air Basin.  The highest concentrations at these locations
generally occur during the fall or winter, when periods of low inversions and low wind speeds lead
to the accumulation of emitted particulate matter.
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•  Concentrations at coastal locations, such as Redwood National Park and Point Reyes National
Seashore, do not vary as much with season as concentrations at inland locations, although there is
a tendency for higher concentrations to occur during fall and winter than during spring and
summer.  Additionally, sodium chloride from sea spray is an important constituent of PM2.5 at these
locations.

•  PM2.5 concentrations and estimated light extinction at Yosemite and Lassen Volcanic National
Parks are highest during the summer, in contrast with the other locations, and sulfate is a larger
contributor than ammonium nitrate.  Carbon-containing materials are also major contributors at
these locations.  This seasonal behavior may be caused by summertime park visitors or by
transport from the Central Valley.

•  PM2.5 concentrations and estimated light extinction at San Gorgonio Wilderness Area are highest
during spring and summer, when conditions are conducive to transport of material from the South
Coast Air Basin.
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4.0  HISTORICAL TRENDS AND THE ROLE OF EMISSIONS FROM THE ENERGY
SECTOR

Historical changes in the available optical and particulate matter data were examined to identify any
trends.  Trends in estimated emissions were also examined for consistency with those trends.
Additionally, the contributions to emissions of energy sector activities (production and use) were
evaluated to assess the possible importance of the energy sector to visibility and particulate matter.

4.1 Trends in Optical and Particulate Matter Data

Serial time plots by year of median values of the data at local-agency sites and average values of the
data at IMPROVE sites during each season were prepared and reviewed.  These plots are contained
in Appendix A.  Visual examination of the plots suggested that there was a general decrease in some
of the values at some of the sites during the period of record.

The statistical significance of the suggested downward trends was evaluated by calculating Spearman
rank order correlation coefficients (Kendall, 1970) between the years and the optical and particulate
matter data separately for each site and season.  White (1996) applied and discussed the usefulness
of this non-parametric statistic for examining trends in ambient atmospheric concentrations.  It is the
more familiar product-moment (Pearson) correlation applied to value rank rather than to the value
itself.  It is calculated by first numbering the years sequentially, beginning with one.  The values for the
quantity for all the years are then ranked from lowest to highest, and the resulting ranks are assigned
to each year.  For example, if the data set consists of eight years, the years would be numbered from
one to eight, beginning with the first year, and the values would also be ranked from one to eight, with
the lowest value being ranked one and the highest being ranked eight.  If the second highest value
(rank 7) occurred during the first year, year one would have value rank 7.  The correlation coefficient
between the year numbers and the associated ranks of the values is then calculated.

In order to allow comparison of the results among sites, the same time period was used for all of the
calculations.  Although data were available as early as 1985 from some sites, many sites did not begin
measurements until 1989.  Therefore, correlation coefficients were calculated using data from 1989
through 1996.

As mentioned in Section 2.2, seasonal median and average values were calculated only when at least
half the possible measurements were reported.  This criterion led to some sites without values
available for all quantities during all years for the correlation coefficient calculations.  Ideally, in order to
avoid biases caused by years without data, the calculations would be made only when data were
available for all eight of the years from 1989 through 1996.  However, data were unavailable for only
one of the eight years during several seasons at several sites.  Therefore, correlation coefficients were
calculated when either seven or eight years of data were available.



6200-023-300 September, 19994-2

The number of correlation coefficients that were calculated for each quantity, the number of the values
of the coefficient that were statistically significant at the five and ten percent levels, and the percent of
the values that were significant at these levels are listed in Table 4-1.  The significance level is the
probability that an absolute value of the correlation coefficient as high as the observed value would
occur by chance alone.  The table summarizes the results for tests with all eight years of data as well
as tests with either seven or eight years.  The percentages of the correlation coefficients that were
significant at each level are about the same with seven or eight years of data as with only eight years
of data.

Table 4-1
Number of Tests and Number of Statistically Significant Spearman Rank Order Correlations by

Quantity

Tests with 7 or 8 Years of Data Tests with 8 Years of Data
Number

Significant Percent Significant
Number

Significant Percent Significant

Quantity
Number of

Tests
5%

Level
10%

Level
5%

Level
10%
Level

Number of
Tests

5%
Level

10%
Level

5%
Level

10%
Level

babs 24 10 16 42 67 18 10 13 56 72
bext 3 0 0 0 0 1 0 0 0 0
bsp 36 8 10 22 28 26 6 8 23 31
Calc. bext 24 6 8 25 33 18 5 6 28 33
Calc. bsp 24 4 6 17 25 18 3 4 17 22
COH 36 8 10 22 28 26 7 7 27 27
EC+OMC 24 5 8 21 33 18 4 5 22 28
Nitrate 61 8 14 13 23 42 6 9 14 21
PM2.5 67 16 20 24 30 43 10 12 23 28
Sulfate 61 13 18 21 30 43 8 12 19 28

If there were no relationship between year and the observed values of the quantities, about five
percent of the correlation coefficients would be expected to be significant at the five percent level and
about ten percent of the values would be expected to be significant at the ten percent level.  As seen in
the table, these percentages are exceeded for many of the quantities.  Forty-two percent of the
correlation coefficients for the particle light absorption coefficient (babs) and more than 20 percent of the
correlation coefficients for the measured particle light scattering coefficient (bsp), the calculated light
extinction coefficient (bext), the coefficient of haze (COH), the sum of elemental carbon and estimated
organic compounds (EC+OMC), PM2.5 mass, and sulfate are significant at the five percent level when
sites and seasons with either seven or eight years of data are included.  All but six of the correlation
coefficients that were statistically significant at the 10 percent level were negative, which means that
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there was a statistically significant reduction in PM2.5 concentrations and the resulting optical effects
between 1989 and 1996 during many seasons at several locations in California.

The correlation coefficients for the sites, seasons and quantities for which the significance level was
ten percent or less are listed in Table 4-2 along with the probabilities that the observed values of the
correlation coefficient occurred by chance.  Statistically significant decreases were consistently
observed at:

•  South Lake Tahoe during summer and fall

•  Pinnacles National Monument during summer, fall and winter

•  Redwood National Park during all four seasons

•  Several sites in the Sacramento Valley Air Basin during all four seasons

•  Several sites in the San Joaquin Valley Air Basin during all four seasons, particularly during winter

•  San Gorgonio Wilderness Area during spring and fall

As an example of the trends, median concentrations of PM2.5 mass and PM10 nitrate and sulfate during
winter at Modesto are shown in Figure 4-1.  Another example is shown in Figure 4-2 and Figure 4-3,
which shows average values during spring at San Gorgonio Wilderness Area.  Although the decreases
are not as consistent at San Gorgonio Wilderness Area as at Modesto, the trends are significant at the
five percent level or less.
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Table 4-2
Statistically Significant Trends at the 10% Level from 1989 through 1996 based on the Spearman

Rank Order Correlation Coefficient

Air Basin Season Site Quantity
Number
Valida Spearman Rb p-Levelc

Lake County Winter Lakeport COH 8 -0.826 0.011

babs 7 -0.750 0.052

Calc. bext 7 -0.893 0.007

Calc. bsp 7 -0.929 0.003

PM2.5 7 -0.857 0.014

Summer South Lake Tahoe

EC+OMC 7 -0.929 0.003

babs 7 -0.679 0.094

Lake Tahoe

Fall South Lake Tahoe

EC+OMC 7 -0.750 0.052

Spring Yosemite NP babs 8 -0.714 0.047

Summer Yosemite NP babs 8 -0.714 0.047

Mountain Counties

Winter Yosemite NP babs 8 -0.690 0.058

babs 8 -0.714 0.047Summer Pinnacles NM

Calc. bext 8 -0.833 0.010

babs 8 -0.690 0.058Fall Pinnacles NM

PM2.5 8 -0.857 0.007

babs 8 -0.667 0.071

Calc. bext 8 -0.857 0.007

Calc. bsp 8 -0.786 0.021

PM2.5 8 -0.833 0.010

Nitrate 8 -0.810 0.015

Sulfate 8 -0.747 0.033

North Central Coast

Winter Pinnacles NM

EC+OMC 8 -0.714 0.047

Calc. bext 8 -0.643 0.086

Calc. bsp 8 -0.643 0.086

Spring Redwood NP

Nitrate 8 -0.623 0.099

babs 8 -0.786 0.021Summer Redwood NP

EC+OMC 8 -0.857 0.007

babs 8 -0.738 0.037Fall Redwood NP

Calc. bext 8 -0.714 0.047

babs 8 -0.762 0.028

North Coast

Winter Redwood NP

EC+OMC 8 -0.762 0.028
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Table 4-2
Statistically Significant Trends at the 10% Level from 1989 through 1996 based on the Spearman

Rank Order Correlation Coefficient

Air Basin Season Site Quantity
Number
Valida Spearman Rb p-Levelc

Northeast Plateau Fall Lassen Volcanic NP EC+OMC 7 -0.685 0.090

Colusa bsp 8 0.786 0.021

Gridley COH 7 0.842 0.017

Spring

Yuba City bsp 8 0.810 0.015

bsp 8 0.881 0.004Colusa

COH 8 -0.952 0.000

Summer

Pleasant Grove COH 8 0.762 0.028

bsp 7 0.929 0.003Colusa

COH 7 -0.750 0.052

Gridley bsp 8 -0.743 0.035

Fall

Pleasant Grove COH 8 0.714 0.047

Chico bsp 8 -0.762 0.028

Colusa COH 8 -0.738 0.037

Gridley bsp 7 -0.714 0.071

Sacramento Valley

Winter

Pleasant Grove bsp 8 -0.738 0.037

Summer El Centro Sulfate 7 -0.714 0.071Salton Sea

Fall El Centro Sulfate 7 -0.891 0.007

Point Reyes NS babs 8 -0.786 0.021Spring

San Jose PM2.5 7 -0.883 0.008

Summer Point Reyes NS babs 8 -0.762 0.028

babs 8 -0.810 0.015

Calc. bext 8 -0.810 0.015

Calc. bsp 8 -0.762 0.028

PM2.5 8 -0.690 0.058

Nitrate 8 -0.850 0.007

San Francisco Bay

Fall Point Reyes NS

EC+OMC 8 -0.707 0.050

PM2.5 8 -0.964 0.000

Nitrate 8 -0.738 0.037

Bakersfield

Sulfate 8 -0.762 0.028

PM2.5 8 -0.743 0.035Fresno

Sulfate 8 -0.699 0.054

PM2.5 8 -0.667 0.071

San Joaquin Valley Spring

Madera

Sulfate 7 -0.775 0.041
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Table 4-2
Statistically Significant Trends at the 10% Level from 1989 through 1996 based on the Spearman

Rank Order Correlation Coefficient

Air Basin Season Site Quantity
Number
Valida Spearman Rb p-Levelc

COH 8 -0.714 0.047Stockton

PM2.5 8 -0.719 0.045

PM2.5 8 -0.898 0.002Visalia

Sulfate 8 -0.914 0.001

Nitrate 8 -0.881 0.004Bakersfield

Sulfate 8 -0.743 0.035

Fresno Sulfate 8 0.778 0.023

Summer

Modesto Sulfate 8 -0.659 0.076

Bakersfield Sulfate 8 -0.929 0.001

Fresno Sulfate 8 -0.647 0.083

COH 8 -0.786 0.021

Nitrate 7 -0.714 0.071

Stockton

Sulfate 7 -0.786 0.036

Fall

Visalia Sulfate 8 -0.659 0.076

PM2.5 7 -0.679 0.094

Nitrate 7 -0.750 0.052

Bakersfield

Sulfate 7 -0.757 0.049

Nitrate 7 -0.714 0.071Fresno

Sulfate 8 -0.786 0.021

Madera PM2.5 7 -0.786 0.036

PM2.5 7 -0.821 0.023

Nitrate 7 -0.893 0.007

Modesto

Sulfate 7 -0.937 0.002

COH 7 -0.679 0.094

PM2.5 7 -0.857 0.014

Stockton

Sulfate 8 -0.826 0.011

PM2.5 8 -0.762 0.028

Winter

Visalia

Nitrate 8 -0.690 0.058

Long Beach PM2.5 8 -0.952 0.000

babs 8 -0.833 0.010

Calc. bext 8 -0.786 0.021

Calc. bsp 8 -0.714 0.047

South Coast Spring

San Gorgonio WA

PM2.5 8 -0.762 0.028
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Table 4-2
Statistically Significant Trends at the 10% Level from 1989 through 1996 based on the Spearman

Rank Order Correlation Coefficient

Air Basin Season Site Quantity
Number
Valida Spearman Rb p-Levelc

Nitrate 8 -0.762 0.028

EC+OMC 8 -0.714 0.047

Azusa PM2.5 7 -0.821 0.023Summer

Riverside Nitrate 8 -0.690 0.058

babs 7 -0.750 0.052

Calc. bext 7 -0.750 0.052

Calc. bsp 7 -0.750 0.052

PM2.5 7 -0.750 0.052

Fall San Gorgonio WA

Nitrate 7 -0.775 0.041

PM2.5 8 -0.929 0.001Winter Long Beach

Nitrate 8 -0.881 0.004
aNumber of years with at least half of the possible values during the season
bValue of the Spearman rank order correlation coefficient
cProbability that the value of the correlation coefficient occurred by chance
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Figure 4-1 Median PM2.5 Mass and PM10 Nitrate and Sulfate Concentrations Measured at Modesto
during Winter from 1990 through 1996
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Figure 4-2 Average Measured bext, babs and PM2.5 Mass Concentration and Calculated bext and bsp

during Spring at San Gorgonio Wilderness Area from 1988 through 1996
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Figure 4-3 Average Measured PM2.5 Mass, Nitrate and Sulfate Concentrations during Spring at San
Gorgonio Wilderness Area from 1988 through 1996

4.2 Trends in Emissions and the Role of the Energy Sector

Estimated annual average emissions and the percentages contributed by energy production and non-
mobile source energy use during 1985, 1990 and 1995 are listed by air basin in Table 4-3 through
Table 4-5.  Non-mobile source energy use is fuel combustion by all sources except mobile sources and
electric generating plants.  Mobile sources include both on-road and non-road vehicles and mobile
equipment.  Increases from one time period to the next are in bold.  Note that the Salton Sea Air Basin
is within the Southeast Desert Air Basin.

Estimated primary PM2.5 emissions (Table 4-3) increased in every air basin between 1985 and 1990
and then decreased between 1990 and 1995 except in the San Francisco Bay and Southeast Desert
Air Basins.  These decreases between 1990 and 1995 are consistent with the observed decreases in
PM2.5 mass and EC+OMC that occurred at many of the monitoring sites.  The estimated contribution
from energy production was two percent or less of the total PM2.5 emissions, except during 1990 in the
North Coast Air Basin, where it was four percent.  These extremely low percentages suggest that
emissions from energy production were not major contributors to primary PM2.5.  The percentages
contributed by non-mobile source energy use varied among air basins.  The highest percentage
contributions from non-mobile source energy use (about 60 percent) were in the Lake Tahoe Air Basin
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because of the substantial emissions from residential wood combustion.  Contributions from non-
mobile source energy use were about 30 percent in the North Coast and San Francisco Air Basins,
primarily from residential fuel use.

Other source categories, excluding energy production and non-mobile source fuel use, that are major
contributors to estimated primary PM2.5 emissions vary between air basins.  However, wind blown dust
and fugitive dust from vehicle travel on paved and unpaved roads are major contributors in every air
basin.  Managed burning and wild fires are also major contributors in all of the air basins listed except
the Lake Tahoe, San Francisco, San Joaquin Valley, South Coast and Southeast Desert Air Basins.

Table 4-3
Annual Average PM2.5 Emissions and Contributions from Energy Production and Non-Mobile Source

Energy Use by Air Basin during 1985, 1990 and 1995

Emissions (tons/day)
Percent from Energy

Production

Percent from Non-
Mobile Source Energy

Use

Air Basin 1985 1990 1995 1985 1990 1995 1985 1990 1995

Lake County 5.2 5.4 5.6 0 1 1 20 22 22

Lake Tahoe 2.3 2.5 2.4 0 0 0 60 60 62

Mountain Counties 40.6 45.4 48.2 0 1 0 35 34 35

North Central Coast 21.9 24.4 22.2 0 1 0 22 17 16

North Coast 32.8 35.9 33.0 0 4 2 33 24 24

Northeast Plateau 27.5 35.4 35.2 0 0 0 24 19 19

Sacramento Valley 95.5 105.3 97.3 0 0 0 15 16 19

San Francisco 68.5 69.7 70.5 0 1 0 27 29 30

San Joaquin Valley 95.5 105.3 97.3 0 0 0 15 16 19

South Coast 169.9 183.6 161.1 1 1 0 16 16 18

Southeast Desert 81.1 104.6 155.8 0 0 0 3 3 2

Estimated NOX emissions (Table 4-4) increased between 1985 and 1990 in most air basins and then
declined from 1990 to 1995 in all basins.  This decline is consistent with observed decreases in nitrate
concentrations, particularly during winter at many of the San Joaquin Valley sites.  The contribution to
estimated NOX emissions from energy production was five percent or less, except in the North Central
Coast Air Basin, where it was about 15 percent.  The percentage contribution either remained constant
from 1990 to 1995 or declined slightly in all air basins except the North Coast.  The relatively low
percentages suggest that emissions from energy production were not major contributors to observed
nitrate concentrations.  Estimated NOX emissions from non-mobile source energy use varied among
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air basins, with the highest percentages occurring in the Southeast Desert, San Francisco and North
Central Coast Air Basins.  The estimated contributions from non-mobile source energy use increased
in about half the air basins in the table between 1990 and 1995.  These increases in percentages were
caused primarily by decreases in the emissions from mobile sources, which are the largest contributors
to NOX emissions in every air basin, rather than by increases in emissions from energy use.

Table 4-4
Annual Average NOX Emissions and Contributions from Energy Production and Non-Mobile Source

Energy Use by Air Basin during 1985, 1990 and 1995

Emissions (tons/day)
Percent from Energy

Production

Percent from Non-
Mobile Source Energy

Use

Air Basin 1985 1990 1995 1985 1990 1995 1985 1990 1995

Lake County 5.9 6.4 6.1 0 0 2 4 7 4

Lake Tahoe 4.0 3.9 3.5 0 0 0 6 7 8

Mountain Counties 54.9 69.0 59.9 0 2 1 9 9 12
North Central Coast 102.1 105.1 80.5 14 15 14 18 15 15

North Coast 56.5 63.2 53.8 1 1 3 11 10 9

Northeast Plateau 38.8 40.7 36.9 0 0 0 4 3 5

Sacramento Valley 268.2 301.1 266.7 1 2 2 6 8 10

San Francisco 679.8 669.1 576.3 5 4 2 16 16 18

San Joaquin Valley 268.2 301.1 266.7 1 2 2 6 8 10

South Coast 1380.3 1431.5 1175.4 3 2 2 16 11 9

Southeast Desert 278.1 363.3 316.8 1 2 2 36 21 23

Estimated SOX emissions (Table 4-5) increased between 1985 and 1990 in about half the air basins
and then declined substantially from 1990 to 1995 in all of the air basins.  These decreases were
generally not accompanied by observed declines in sulfate concentrations, except at the San Joaquin
Valley and El Centro sites.  The estimated contributions from energy production were less than two
percent in all air basins during 1995 except the North Coast (21 percent), Mountain Counties (13
percent) North Central Coast (nine percent) and Southeast Desert (seven percent).  The estimated
percentage contribution from non-mobile source energy use, such as wood and fuel oil combustion,
increased between 1990 and 1995 in most air basins, reaching 41 percent in the Mountain Counties
Air Basin, 30 percent in the Northeast Plateau Air Basin, 24 percent in the Lake Tahoe Air Basin, and
20 percent in the Lake County Air Basin.  These high percentages and the relatively large fractions of
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PM2.5 mass measured at Lassen Volcanic and Yosemite National Parks in the Northeast Plateau and
Mountain Counties Air Basins, respectively, during the summer suggest that SOX emissions from non-
mobile source energy use may be important contributors to PM2.5 mass at those locations.

Other source categories, excluding energy production and non-mobile source fuel use, that are major
contributors to estimated SOX emissions include mobile sources in every air basin and petroleum
refineries in the San Francisco and South Coast Air Basins.

Table 4-5
Annual Average SOX Emissions and Contributions from Energy Production and Non-Mobile Source

Energy Use by Air Basin during 1985, 1990 and 1995

Emissions (tons/day)
Percent from Energy

Production

Percent from Non-
Mobile Source Energy

Use

Air Basin 1985 1990 1995 1985 1990 1995 1985 1990 1995

Lake County 1.0 1.1 0.5 0 0 0 10 10 20

Lake Tahoe 0.6 0.6 0.2 0 0 0 10 11 24

Mountain Counties 9.4 13.4 4.8 0 6 13 10 20 41
North Central Coast 17.6 19.1 4.5 4 18 9 31 14 17

North Coast 12.8 14.2 4.5 0 5 21 24 13 17

Northeast Plateau 7.5 8.1 2.0 0 0 0 9 9 30

Sacramento Valley 40.6 42.9 11.5 0 0 0 4 3 10

San Francisco 119.4 118.0 82.0 2 2 0 14 11 13

San Joaquin Valley 40.6 42.9 11.5 0 0 0 4 3 10

South Coast 123.0 91.7 75.7 6 5 1 10 10 10

Southeast Desert 27.2 19.1 19.0 1 1 7 32 19 15

Estimated emissions and percentage contributions from energy production and non-mobile source fuel
use are shown graphically at five-year intervals from 1985 through 2010 in Figure 4-4 through Figure
4-25.  As seen in the figures, PM2.5 emissions are projected to increase in the future in almost every air
basin, largely because of increases in emissions from paved and unpaved road travel and from
residential wood combustion.  NOX emissions are expected to continue to decrease, largely because
of additional reductions from mobile sources.  SOX emissions are expected to remain fairly constant in
the future.

As primary PM2.5 emissions increase, the percentage contributed by energy production is generally
expected to decline, because substantial increases in primary PM2.5 emissions from energy production
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are not anticipated.  The percentages contributed by energy production to NOX and SOX emissions
may increase in many air basins because of the large decrease from mobile sources.  Similarly, the
percentages contributed by non-mobile source energy use are also projected to increase somewhat in
the future.
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Figure 4-4 Estimated Annual Average Emissions in the North Coast Air Basin from 1985 through
2010
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Figure 4-5 Contribution of Energy Production, Stationary Source Fuel Use and Other Sources to
Annual Average Emissions in the North Coast Air Basin from 1985 through 2010
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Figure 4-6 Estimated Annual Average Emissions in the Lake County Air Basin from 1985 through
2010
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Figure 4-7 Contribution of Energy Production, Stationary Source Fuel Use and Other Sources to
Annual Average Emissions in the Lake County Air Basin from 1985 through 2010
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Figure 4-8 Estimated Annual Average Emissions in the San Francisco Bay Air Basin from 1985
through 2010
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Figure 4-9 Contribution of Energy Production, Stationary Source Fuel Use and Other Sources to
Annual Average Emissions in the San Francisco Bay Air Basin from 1985 through 2010

ROG
NOx
SOx
PM2.5

North Central Coast Air Basin Annual Average Emissions

R
O

G
 a

nd
 N

O
X 

(to
ns

/d
ay

)

PM
2.

5 a
nd

 S
O

X 
(to

ns
/d

ay
)

0

5

10

15

20

25

30

0

20

40

60

80

100

120

1985 1990 1995 2000 2005 2010

Figure 4-10 Estimated Annual Average Emissions in the North Central Coast Air Basin from 1985
through 2010
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Figure 4-11 Contribution of Energy Production, Stationary Source Fuel Use and Other Sources to
Annual Average Emissions in the North Central Coast Air Basin from 1985 through 2010
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Figure 4-12 Estimated Annual Average Emissions in the Sacramento Valley Air Basin from 1985
through 2010
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Figure 4-13 Contribution of Energy Production, Stationary Source Fuel Use and Other Sources to
Annual Average Emissions in the Sacramento Valley Air Basin from 1985 through 2010
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Figure 4-14 Estimated Annual Average Emissions in the San Joaquin Valley Air Basin from 1985
through 2010
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Figure 4-15 Contribution of Energy Production, Stationary Source Fuel Use and Other Sources to
Annual Average Emissions in the San Joaquin Valley Air Basin from 1985 through 2010
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Figure 4-16 Estimated Annual Average Emissions in the Northeast Plateau Air Basin from 1985
through 2010
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Figure 4-17 Contribution of Energy Production, Stationary Source Fuel Use and Other Sources to
Annual Average Emissions in the Northeast Plateau Air Basin from 1985 through 2010
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Figure 4-18 Estimated Annual Average Emissions in the Lake Tahoe Air Basin from 1985 through
2010
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Figure 4-19 Contribution of Energy Production, Stationary Source Fuel Use and Other Sources to
Annual Average Emissions in the Lake Tahoe Air Basin from 1985 through 2010
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Figure 4-20 Estimated Annual Average Emissions in the Mountain Counties Air Basin from 1985
through 2010
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Figure 4-21 Contribution of Energy Production, Stationary Source Fuel Use and Other Sources to
Annual Average Emissions in the Mountain Counties Air Basin from 1985 through 2010
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Figure 4-22 Estimated Annual Average Emissions in the South Coast Air Basin from 1985 through
2010
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Figure 4-23 Contribution of Energy Production, Stationary Source Fuel Use and Other Sources to
Annual Average Emissions in the South Coast Air Basin from 1985 through 2010
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Figure 4-24 Estimated Annual Average Emissions in the Southeast Desert Air Basin from 1985
through 2010
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Figure 4-25 Contribution of Energy Production, Stationary Source Fuel Use and Other Sources to
Annual Average Emissions in the Southeast Desert Air Basin from 1985 through 2010
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5.0  MODELS FOR SOURCE-RECEPTOR RELATIONSHIPS

A variety of analytical techniques and models have been developed for use in assessing the
contributions of emissions sources to visual air quality in visibility-protected areas and for estimating
the visibility benefits to be derived from reducing emissions from those sources. In this section we
identify and describe some of the available tools and review their capabilities and limitations.

5.1 Background

Two broad classes of analytical tools are used to assess the visibility impacts of sources – receptor
models and source models. Receptor models use measured ambient air quality information at one or
more locations, sometimes together with a characterization of emissions from representative sources
or information on transport trajectories, to evaluate the contributions of various source categories or
source regions to the ambient air quality. Source models calculate air quality at receptor locations from
input information on source emissions and meteorology, using mathematical formulas that portray
atmospheric transport, diffusion, deposition, and chemical processes.  There are also hybrid
techniques that incorporate features of both the source and receptor modeling approaches.

In general, assessment of the contributions of existing emission sources to air quality at receptor sites
can be carried out using either source or receptor models. If ambient air quality data and emission
source characterization data are available, the receptor techniques tend to be easier to apply. Source
modeling has to be used, however, if the specific impact of one source in a field of many is sought.
Furthermore, source modeling is the only method that can be used for determining the effects of
proposed sources that do not yet exist,

Source modeling of visibility is typically carried out in two stages.  First, the ambient concentration of
visibility-impairing particulate matter is calculated, whether in a plume or over a region.  Then, a
radiative transfer model is used to convert the particulate matter information into visibility effects.
These two stages of calculations may be done discretely, or they may be linked in a single modeling
system. The particulate matter calculation is the more complex of the two, because it has to address
many chemical species existing in particles of many sizes.

The approach is similar for receptor modeling. Because it is the diversity of particulate information that
typically enables application of receptor modeling, that modeling necessarily addresses the particulate
matter that causes the visibility impairment, rather than the visibility effect itself. The visibility
impairment that corresponds to the measured particulate matter is again derived using some form of
radiative transfer model, or through analysis of statistical relationships with concurrent measurements
of visibility or other atmospheric optical properties.
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For these reasons, the discussion below will first focus on modeling approaches that simulate the
behavior of particulate matter, particularly PM2.5, the fine fraction that accounts for most of the visibility
impairment under most circumstances.  Methods for calculating the visibility effects of these particles
will receive mention when they are integral to a model, but those methods will then be addressed more
generally in Section 5.4, after the discussion of the particulate matter modeling approaches.

5.2 Receptor Models for Particulate Matter

A recent report (Seigneur et al., 1997a) describes and evaluates 17 receptor modeling methods that
are available for particulate matter source identification and apportionment. These methods include the
EPA-approved chemical mass balance (CMB) approach for the apportionment of primary particles,
several generic statistical analysis techniques (such as principal components analysis), and a variety
of techniques that have been developed specifically for source apportionment and are available from
their developers.  About half the methods are able to apportion the secondary particles that are formed
from gaseous emissions, as well as primary particles, although the apportionment is not always
quantitative. The remaining methods, including CMB, are suitable solely for primary particles, and thus
are not useful for most situations of visibility impairment in which secondary particles play an important
role.

Table 5-1 summarizes key properties of 10 methods that have demonstrated an ability to apportion
secondary aerosol. They are all described, with examples, in the Seigneur et al. review.  Table 5-1
cites one publication that describes each method and its application; additional citations are in the
Seigneur et al. report. The “Ease of use” evaluation in the table is based on a scale with a rating of
“Easy” for the conventional CMB approach (which is absent from the table because it does not
apportion secondary aerosol).

Half of the methods in Table 5-1 are able to provide quantitative apportionment of the secondary
aerosol to sources, at least under appropriate circumstances. The others give qualitative information
about the types and locations of sources. With one exception (Positive Matrix Factorization), these
methods require more information than the single-site particulate matter composition data that are
needed for inert species apportionment with CMB. Typically also needed is information about
emissions from all sources that could affect air quality at the receptor, particulate matter composition
data at more than one location, and/or transport trajectory information. Software is available from the
developers of two of the methods (Positive Matrix Factorization and RMAPS), but these methods are
difficult to apply. For the other quantitative methods, the calculations are less complex and the method
is easier to use, but the software would have to be provided by the user.

We provide below brief descriptions of the five methods in Table 5-1 that are able to quantitatively
apportion secondary aerosol (at least under some circumstances). Some of the methods are not
limited to particulate matter. These descriptions include the principal assumptions underlying each
method, the input data that are needed, and the output information that the method produces.
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Table 5-1
Summary of Receptor Modeling Methods that Apportion Secondary Aerosol

(Adapted from Seigneur et al., 1997a)

Required InformationMethod Reference

# of
Ambient
Samples

Source
Profiles

Source
Locations

Other

Quantitative
Apportionment
of Secondary

Aerosol to
Sources

Software
Available

Ease of
Use

Genetic
Algorithm

Cartwright
and Harris,
1993

≥1 No No None No Commercial
ly available
(MATLAB)

Difficult

Positive
Matrix
Factorization

Anttila et
al., 1995

≥30 -40 No No Total sample
mass;
uncertainty for
every data
point

Yes Available
from Pentti
Paatero

Difficult

Empirical
Orthogonal
Function
(EOF)
Analysis

Malm et
al., 1990

Multiple
sites; ≥30
samples per
site

No Yes None Sometimes Most
statistical
packages

Easy

Receptor
Model
Applied to
Patterns in
Space
(RMAPS)

Henry,
1997a

Multiple
sites; ≥30
samples per
site

No No Any spatial
relationships
or constraints

Yes Available
from Ronald
Henry

Difficult

Residence
Time Analysis

Poirot and
Wishinski,
1986

≥40 No Yes Back
trajectories

No; provides
likely source
areas

None Easy

Area of
Influence
Analysis

Malm et
al., 1990

≥35 No Yes Back
trajectories

No; provides
likely source
areas

None Easy

Quantitative
Transport
Bias Analysis

Keeler and
Samson,
1989

Better with
multiple
sites; ≥20
samples per
site

No Yes Back
trajectories;
precipitation
data along
path of
trajectory

No None Difficult

Potential
Source
Contribution
Function
(PSCF)
Analysis

Ashbaugh
et al., 1985

≥35 No Yes Back
trajectories

No; provides
likely source
areas

None Easy
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Table 5-1
Summary of Receptor Modeling Methods that Apportion Secondary Aerosol

(Adapted from Seigneur et al., 1997a)

Required InformationMethod Reference

# of
Ambient
Samples

Source
Profiles

Source
Locations

Other

Quantitative
Apportionment
of Secondary

Aerosol to
Sources

Software
Available

Ease of
Use

PSCF with
Apportionme
nt

Cheng et
al., 1996

≥35 Yes Yes;
gridded
emission
inventory

Back
trajectories

Yes; provides
likely source
areas

None Easy

Residence
Time
Weighted
Concentration

Stohl,
1996

≥35 No Yes Back
trajectories

Possibly;
provides likely
source areas
and estimates
of their relative
contributions

None Easy

Positive Matrix Factorization.  Positive matrix factorization is an enhanced factor analysis approach
that provides a direct source apportionment analogous to that of a chemical mass balance (CMB)
analysis. It is a new approach that appears promising but has received only limited use and testing.

The report by Seigneur et al. (1997a) provides a detailed description of an application of this method to
IMPROVE measurements at seven locations in Alaska. Up to eight factor solutions were found to
explain the measurements, with multiple regression r2 of 0.74 to 0.95, depending on site. The principal
factors were attributed to sea salt; forest fires and local wood burning; long range transport of sulfur,
including possibly from oceanic sources; photochemical production of sulfate; incineration and/or
nonferrous smelting; and motor vehicles.

This is the only one of the quantitative secondary aerosol methods whose implementation requires
only particulate composition measurements. Qualitative information about sources is required to
interpret the various factors in terms of the causal sources, though. The method can be applied to
measurements taken over a period of time at one location or at many locations. Its application does
require estimates of measurement uncertainty for every data point. As with all factor analysis methods
(and perhaps all receptor modeling methods), experienced judgment is required to apply this
approach, both for selecting the combination of factors that best describes the measurements and for
assigning the factors to specific sources.

The other methods described below make the apportionment to sources easier and more definite by
using additional spatial and temporal information about the ambient air quality or meteorological
information that describes air parcel trajectories from source to receptor.
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Empirical Orthogonal Function (EOF) Analysis. The EOF approach is mathematically equivalent to
the principal component form of factor analysis, and software is available in most statistical packages.
Factor analysis examines the variation of a number of measured species in multiple samples taken
over time at a single site. EOF examines the spatial and temporal behavior of values of a single
variable measured at multiple times at several sites. The site spacing must be smaller than the spatial
scale of the air pollution variable. The result of the analysis is presented in terms of a set of spatial
source patterns, the combination of which accounts for the measured behavior. The product of the
analysis is typically portrayed as contour maps, one for each source pattern, that indicate the locations
of sources or source regions.

The independent variable in the EOF analysis can be a secondary species, such as sulfate, or one can
even use visibility. As in all factor analyses, the specific source and emitted pollutant must be identified
through knowledge of the area and experienced insight, and so the process works best when there is a
strong relationship between the emitted species and impact of interest.

As an example of its application, the EOF approach has been used to assess the contributions of
sulfur sources to visibility on the Colorado Plateau (Malm et al., 1990).

SAFER (Henry, 1991) is a modified EOF approach that uses explicit external constraints to ease the
challenge of finding the combination of eigenvectors that best describes the measurements. An
updated version is named UNMIX.

Receptor Model Applied to Patterns in Space (RMAPS).  RMAPS is combination of the EOF
approach and the multivariate approach used in, for example, Chemical Mass Balance (CMB) receptor
modeling. To produce a unique apportionment, the analyst imposes external constraints. Application of
the method requires concurrent complete data sets taken over a period of time at multiple receptor
sites, with no missing values, for the concentration of the species of interest.  As with EOF, the spatial
scale of the pollution must be large compared to the spacing between the sites. RMAPS also requires
that there be sufficient observations so that at least one case of little or no effect of each of the
sources, in turn, is reflected in the measurements.

The model apportions, for each receptor, the time-averaged concentration of the species of interest
among several spatially distinct sources. The output is an assignment of average culpability to each
source over the period of measurements. RMAPS can apportion secondary aerosol without
assumptions concerning transformation or deposition rates. Expert judgment is required to apply the
method, however; White (1997) shows how an application of RMAPS can attribute the measured
concentrations to “phantom” sources.

Henry (1997b) and Henry (1997c) provide examples of applications of RMAPS to particulate sulfur
apportionment in the Southwest and Pacific Northwest, respectively.  In both cases the sulfur was
apportioned to source regions that included power plants and area sources.
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Potential Source Contribution Function (PSCF) Analysis with Apportionment.  The basic PSCF
method uses both chemical composition and meteorological data to construct concentration-weighted
back trajectories that “point” at locations of source regions. The PSCF is, in effect, a transfer function
that indicates the likelihood that the observed concentrations at the receptor site are related to
emissions from each location in a grid of potential sources. The PSCFs can be for either primary or
secondary species.

If a gridded emission inventory is available, then the emissions rates for each cell can be multiplied by
the corresponding PSCF values to construct quantitative apportionments of receptor concentrations to
specific source cells in the grid. Thus the principal limitation of the method is the requirement for
availability of a source emissions inventory, for the species of interest and its precursors, on the same
grid as that used to construct the PSCF.

A specific example of the method is its application by Cheng et al. (1996) to apportioning the
contributions of NOx emissions to NOy concentrations measured at several locations in the South
Coast Air Basin.

Residence Time Weighted Concentration. This is a new method of combining chemical
concentration data with air parcel back trajectories. It also starts with development of a gridded
concentration contribution field (similar to a PSCF) through calculation of trajectory-weighted mean
concentrations for each cell. An iterative approach is then used to estimate the relative contributions of
emissions in various source cells to the observed receptor concentrations.

The method is very new and, although promising, requires further testing and evaluation of the
credibility of its attribution estimates.

5.3 Source Models for Particulate Matter

The source models available for particulate matter calculations for assessing visibility impacts range
from simple screening models for regulatory permitting purposes to complex atmospheric dispersion,
deposition and chemistry simulation systems.  The models available include Lagrangian (plume)
models for calculating the impacts of single sources or source regions and Eulerian (grid) models for
the three-dimensional, regional  treatment of emissions from multiple sources.

5.3.1 Regulatory Plume Models

In the regulatory arena, three models are prescribed for visibility assessments of single sources or
source areas: VISCREEN, PLUVUE II, and CALPUFF. They are described below.

VISCREEN (U.S. EPA, 1992a) is a simple steady-state Gaussian plume model. It is intended for a first
assessment of potential visibility impacts of single source plumes at receptors within 50 km.
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VISCREEN only represents the effects of primary particles and NO2 gas, and does not address the
formation of secondary particles. It includes radiative transfer calculations for those viewing angles
relative to the plume and the sun that produce the greatest visual effects

Because of its intended usage for screening, VISCREEN is designed to be highly conservative (i.e., to
err on the side of overestimating impacts on visibility). In particular, the calculation of visibility effects is
in conformity with this conservatism. Thus the model does not provide an accurate portrayal of the
aerosol or its visibility effects.

PLUVUE II (U.S. EPA, 1992b) is a more sophisticated steady-state Gaussian plume model for
emissions from a point or area source. It uses user-specified plume widths or will calculate them from
the Pasquill-Gifford-Turner curves. It simulates dry deposition. PLUVUE II explicitly calculates the
formation of sulfate and total nitrate using a 9-equation chemical mechanism with steady-state
approximations. The model includes a radiative transfer calculation at multiple wavelengths that
determines visibility effects along different sight paths through the plume against both sky and terrain
backgrounds. The outputs of the model are plume concentrations and visual effects for specified lines
of sight, at specified downwind distances

CALPUFF (U.S. EPA, 1995) is a multi-layer, multi-species, non steady-state, Gaussian puff dispersion
model that can simulate the effects of time- and space-varying meteorological conditions on pollutant
transport, transformation, and removal. Federal Land Managers have prescribed that CALPUFF is to
be used for assessments of Class I and II area visibility impacts more than 50 km from a source,
although it is also suited for shorter transport distances. It is used in association with a diagnostic
meteorological model, CALMET, and an optical effects post-processor, CALPOST.

Using standard NWS aviation meteorological data or more detailed measurements as input, CALMET
generates a gridded meteorological field that considers the effects of complex terrain. That
meteorological field transports and disperses the CALPUFF puffs.

CALPUFF can handle point, line, area, and volume sources, with constant or variable emissions.  It
includes algorithms to represent the effects of such phenomena as plume downwash, wind shear,
coastal effects, overwater transport, and dry and wet deposition.

The representations of the daytime chemical formation rates of sulfate and nitrate in CALPUFF
consider solar radiation and the availability of ozone (a user-provided surrogate for the hydroxyl
radical). The model simulates the effects of atmospheric moisture on particle formation through a
relative humidity dependence, but this simplistic approach does not realistically represent in-cloud,
aqueous chemical processes. Nighttime chemical formation rates are set at fixed values. The
partitioning between gaseous nitric acid and particulate nitrate is addressed as a function of
temperature, relative humidity, and background ammonia (the concentration of which must be input by
the user). CALPUFF gives particle concentrations in surface-based grid cells.
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The CALPOST processor contains a very simple algorithm that calculates, in each cell, the light
extinction coefficient of the resulting haze, based on specified extinction efficiencies and relative
humidity functions that represent the effects of particle growth. It does not calculate optical effects
along specific lines of sight, as would be required for determining “plume blight” or the regional haze
effects of the modeled sources. Interestingly, CALPOST calculates only the extinction effects of the
secondary sulfate and nitrate, and not of primary particles or gases (even though CALPUFF calculates
the concentrations of these primary species).

CALPUFF has been used in two recent studies of the contributions of coal fired power plants to
visibility impairment – the Mt. Zirkel Visibility Study (Watson et al., 1996) in the Rocky Mountains and
Project MOHAVE (Pitchford et al., 1999) near the Grand Canyon.  In both cases the CALPOST
visibility processor was not used, but rather CALPUFF was used to estimate sulfate impacts and then
the extinction effects of that sulfate were calculated separately.

5.3.2 Advanced Plume Models

Each of the regulatory models described above has some shortcomings in representing the full
visibility impact of a point source.  VISCREEN is too simple and too conservative, and does not
simulate secondary aerosol.  PLUVUE II simulates the important chemical transformations and
computes radiative transfer, but is limited by its steady-state Gaussian formulation to short travel
distances over relatively simple terrain. CALPUFF overcomes the shortcomings of PLUVUE II, but its
treatment of the chemical formation of secondary species is more primitive than that of PLUVUE.
Furthermore, in its normal configuration, CALPUFF’s outputs do not include concentrations aloft for
“plume blight” calculations.

A recently-developed plume model addresses these limitations, and others, of the regulatory models.
The Reactive and Optics Model of Emissions (ROME; Seigneur et al., 1997b) is a “second-generation”
model of chemical transformation in stack plumes and of the optical effects of those plumes. It includes
formulations of plume rise and dispersion that can use second-order closure algorithms, of
atmospheric chemistry with over 169 reactions in the gas phase and in droplets, and of aerosol
dynamics using a sectional representation of the particle size distribution.

ROME is a Lagrangian model that simulates concentrations in a crosswind “slice” of the atmosphere
(that includes the plume cross section) with a resolution of 10 columns of cells horizontally and 10 rows
of cells vertically. The model treats chemical reactions pertaining to the emissions of SO2, NOx,
reactive hydrocarbons, and particulate matter, in both the gaseous and aqueous (droplet) phases. It
uses an aerosol thermodynamic equilibrium model, MARS, to simulate the inorganic particulate
chemical composition.  Condensation of organic chemicals is treated through an empirical formulation.
The model treats both dry and wet deposition processes.
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ROME treats atmospheric radiative transfer using a two-layer, plane-parallel atmosphere. It calculates
the radiance of the sky with and without the presence of a plume along the selected sight path. A
typical output of the visual effect calculation is the ratio of the background radiance with and without
the plume at several wavelengths and several elevation angles. The predicted particulate matter and
NO2 concentrations at the receptor can also be used with species extinction efficiencies to calculate
the regional haze effects of widely dispersed plumes.

ROME has undergone a formal performance evaluation (Gabruk et al., 1999) using plume
concentration and optical measurements from studies at four power plants. The model predicted plume
width and NOx concentrations more accurately than the Pasquill-Gifford-Turner scheme that is
typically used in Gaussian plume models. Its sulfur chemistry module has also been evaluated
separately by Hudischewskyj and Seigneur (1989). The dispersion and chemistry capabilities of the
model were further evaluated against aircraft measurements in the course of its application to
assessing the visibility impacts of a coal-fired power plant plume near Dallas, Texas (Seigneur et al.,
1999; Tombach et al., 1996a). The radiative transfer module of the model was not used in the Dallas
study. Rather, the model was used to calculate sulfate concentrations and the optical effects of those
sulfates were then calculated separately using the SCAPE thermodynamic equilibrium model and the
ELSIE Mie theory radiative transfer model.

5.3.3 Advanced Regional Models

A variety of Eulerian grid models that simulate the regional transport, diffusion, deposition, and
chemical transformation of fine particulate matter have been developed in recent years. Some of these
models are adaptations of existing urban photochemistry models, with aerosol modules added on.
Others are adaptations of regional acid deposition models. Yet others are new models or evolutionary
enhancements of state of the art atmospheric models.

The review by Seigneur et al. (1997a) (summarized in Seigneur, 1997, and in updated form in
Seigneur, 1998) identifies ten major air quality models that provide a three-dimensional treatment of
chemical atmospheric fate and transport and some treatment of particulate matter. Seven of these
models can be considered episodic, in that they are sufficiently demanding computationally that it is
not practical to use them for simulating long periods (e.g., a year). The remaining three have
simplifications that speed the computations and therefore make them practical for long term
simulations. The main characteristics of these ten models are summarized in Table 5-2.  We should
note that Seigneur et al. (1997a) also describe several other models, but they consider the ones listed
in Table 5-2 to represent the state of the art models most useful for urban and regional fine particulate
matter and visibility analyses.



6200-023-300 September, 19995-10

Table 5-2
Summary of Urban and Regional Particulate Matter Models

(Adapted from Seigneur, et al., 1997a and Seigneur 1997, 1998)
PM Model Reference Underlying

AQ Model
Spatial
Scale

Temporal Scale Applications to Date Applied with
Meteorological

Model
CIT Meng et al.,

1998
-- Urban Episodic Los Angeles Basin Diagnostic

model
DAQM Middleton, 1997 RADM Mesoscale Episodic Denver MM4
GATOR Jacobson et al.,

1996; Jacobson,
1997a, 1997b

-- Mesoscale Episodic Los Angeles Basin MMTD

Models 3/
CMAQ

U.S. EPA, 1998 -- Urban-to-
Regional

Episodic -- MM5

REMSAD Guthrie et al.,
1995

UAM-V Regional Long term Eastern U.S. Diagnostic
model or MM4

SAQM-
AERO

Pai et al., 1998 SAQM Mesoscale Episodic Los Angeles Basin
and San Joaquin
Valley, CA

MM5

UAM-AERO Kumar et al.,
1996; Lurmann
et al., 1997

UAM-IV Urban Episodic Los Angeles Basin
and San Joaquin
Valley, CA

Various

UAM-AIM Sun and Wexler,
1998

UAM-IV Urban Episodic Los Angeles Basin Various

UAM-LC Lurmann and
Kumar, 1996

UAM-LC Urban Long term Los Angeles Basin Diagnostic
model

VISHWA Venkatram et al.,
1997

ADOM Regional Long term Southwestern U.S. NGM and RAMS

Each of these models contains a gas-phase chemistry module -- a comprehensive one for the episodic
models and a simplified one for the long-term models. As described below, aqueous phase chemistry
is simulated by only some of the models. The thermodynamics of the inorganic aerosol are simulated
by thermodynamic equilibrium models in the episodic models, and by simplified parameterizations in
the long-term models. All models treat sulfate, nitrate, ammonium and water, and most treat many
other inorganic species.

The formation of organic aerosol is not simulated in all models; those models that do simulate organic
formation use various semi-empirical condensation and oxidation mechanisms.

Several of the models generate a particulate matter size distribution from first principles, while others
either assume a particulate matter size distribution or require information on the ambient size
distribution as input. All models simulate dry deposition and a few simulate wet deposition.
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Brief descriptions of each of these models are provided in the following paragraphs. Except as noted,
much of the following material is derived from the review by Seigneur et al. (1997a). The description of
Models 3/CMAQ was obtained from the Models 3 User Manual (U.S. EPA, 1998) and from discussion
with its developers.

CIT.  The California Institute of Technology (CIT) model has been applied primarily to the simulation of
photochemical smog in the Los Angeles Basin.  It has been modified to include some treatment of the
formation of particulate matter through gas-phase mechanisms.  Its nitrate formation mechanism is
more advanced than that of the other models considered here. It does not address aqueous processes
or wet deposition.

The CIT model can use a variety of meteorological inputs. It simulates the atmosphere in 5 layers up to
1100 m, a vertical extend that is best suited for the urban scale.

The model is computationally intensive, requiring approximately 50 hours for a 24-hour simulation with
an 80 x 30 x 5 grid on an IBM RS 6000/580 workstation.

The Georgia Institute of Technology has been using the CIT model as a foundation for developing a
regional air quality and visibility model for the Southern Appalachian Mountains Initiative (SAMI).

DAQM. The Denver Air Quality Model (DAQM), developed by the State University of New York at
Albany, is based on the Regional Acid Deposition Model (RADM) that was developed for the National
Acid Precipitation Program (NAPAP). It has been applied to the Denver metropolitan area in a nested
grid format, with the coarse grid including much of the state of Colorado and the fine grid
encompassing the Northern Front Range region from Denver to Ft. Collins. The MM4 hydrostatic
meteorological model was used to simulate the meteorology; the non-hydrostatic MM5 meteorological
model is more appropriate for mountainous terrain, and is proposed for future applications.

DAQM includes both gas-phase and aqueous-phase particle formation mechanisms, although only the
gas-phase mechanisms have been tested in the Denver simulations. For the Denver simulations
described above, the formation of organic aerosol was prescribed to be an empirically-derived fraction
for each species.  The model now addresses the oxidation of VOC.  The organic aerosol is assumed to
be non-hygroscopic.

The visual effects of the aerosol are calculated with extinction coefficients that are derived through Mie
scattering calculations using measured particle size distributions.

DAQM was evaluated against 7 to 17 hr average measurements for a few days of the 1987 Metro
Denver Brown Cloud Study, with agreement of ±50% for most particulate matter species  (Middleton et
al., 1993).  The light extinction tended to be underestimated by similar amounts.
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DAQM requires about 7 hours of computation for a 24-hour Denver simulation, using an IBM RS 6000
workstation.

GATOR.   In contrast to the two preceding models, GATOR was developed specifically to address
atmospheric particulate matter.  Also, unlike the other models considered here, the GATOR
calculations of the radiative budget of the atmosphere provide feedback to the MMTD prognostic
meteorological model. The MMTD model calculates not only the usual variables of wind and state, but
also predicts the presence of clouds and fog.

The 20-layer GATOR modeling domain extends up to about 10 km, so the model provides a treatment
of the atmospheric dynamics in both the planetary boundary layer and the free atmosphere above it.
This means that GATOR can be used as a regional model.

GATOR provides a description of particulate matter, formed by both gaseous and aqueous processes,
that is both chemically and size resolved. It generates a detailed representation of the size distribution
of atmospheric particles, up to the size of cloud droplets. The treatment of organic particulate matter
assumes that some organic species are water soluble.

GATOR has been applied to simulate a few days of measurements in the Los Angeles Basin during
the South Coast Air Quality Study (SCAQS) of 1987.  It tended to underestimate PM2.5 and PM10
mass by about 30% and the predicted PM2.5 species concentrations tended to be within 50% of the
measurements.

The model runs on a Cray computer at a rate of about 12 hours of computation per day of simulation.

Models 3/CMAQ.  Models 3 is a newly released framework for urban to regional-scale modeling of
photochemical oxidants, wet deposition, particulate matter, and visibility. The initial version of the
framework contains the MM5 meteorological model and the Community Multiscale Air Quality (CMAQ)
model. The framework includes options for user selection of modules, such as for atmospheric
chemistry. CMAQ includes a plume-in-grid (PiG) simulation capability for more accurately calculating
the near-field effects of point sources when a coarse grid is used.

Models 3 and CMAQ have been developed by the U.S. EPA and the system is currently being
operationally tested.  The first operational regional air quality simulations of the full model are just now
beginning, in which the modeling system performance for ozone, particulate matter, and wet deposition
will be evaluated against several databases in the East.  Several model components have been used
in previous studies. In particular, several of the components are improvements or enhancements of
elements of RADM.

The particulate matter module in CMAQ is based on the Regional Particulate Model (RPM; Binkowski
and Shankar, 1995), which was developed by the EPA as a particulate matter post processor for



6200-023-300 September, 19995-13

RADM. It provides a size-resolved description of the particulate matter. Aqueous formation and
removal processes are simulated. Although RPM treats only fine particulate matter, the version in
CMAQ has been augmented to include coarse particles (PM10). RPM has been applied to eastern
North America for three 30-day episodes .

Models 3 includes a Mie theory optical module that can calculate the light extinction in each grid cell.

The current version of Models 3 is configured for operation on a Sun UNIX workstation.  An adaptation
for a Silicon Graphics workstation is now being completed.  The MM5 meteorological model runs on a
remote Cray computer, via an Internet connection to the Sun workstation. A workstation version of
MM5 is under development, which would eliminate the need for the remote Cray computation.
Computation times for typical applications of Models 3 are just now being established.

REMSAD.  The Regulatory Modeling System for Aerosols and Deposition (REMSAD) is an aerosol
adaptation of the proprietary UAM-V photochemical model. Some aspects of UAM-V were simplified in
order to provide for reasonable computation times for long term simulations with the added aerosol
modules. For example, the PiG feature of UAM-V was removed and a reduced form chemical
mechanism was substituted for the carbon bond (CBM-IV) mechanism in UAM-V.

The model does not treat the kinetics of formation of secondary organic particles.  Rather, it
approximates them as fixed fractions of the primary emissions of classes of VOC.

REMSAD was applied to the eastern half of the U.S. for several months in 1990.  Sulfate predictions
by the model, which at the time had a simplified, relative-humidity-dependent representation of cloud
chemistry rates, tended to overstate measurements somewhat.  It has since been applied to the entire
United States for all of 1990 (Guthrie et al, 1998).

When run on a Silicon Graphics Power Challenge L workstation, the eastern U.S. simulation required
20 minutes of computation for each 24-hour period of simulation. Since then, the code has been
speeded up by about a factor of three, so that the full U.S. simulation for a full year requires about a
week of computing.

SAQM-AERO.  SAQM-AERO is based on the SARMAP Air Quality Model (SAQM), to which an
aerosol module has been added. It includes the ability to handle multiple levels of nested grids and
includes a sub grid-scale treatment of plumes for large point sources. The MM5 prognostic
meteorological model provides meteorological input.

An updated version of the SEQUILIB thermodynamic model is used for the treatment of inorganic
particulate matter. SAQM-AERO simulates the formation of sulfate and nitrate in fog through an
empirical representation of the oxidation kinetics.  Secondary organic aerosol is treated according to
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fractional yields of VOC and no water is associated with the organic fraction. An improved organic
module is under development (Pai et al., 1998)

SAQM-AERO has been applied for particulate matter, without size distribution, for a few days in the
summer of 1990 in the San Joaquin Valley. More recently, it was applied to as summer 1987 episode
of SCAQS (Pai et al., 1998), in which it was found that it predicted sulfate concentrations quite well but
underestimated organic particle concentrations.

UAM-AERO.  UAM-AERO is based on the UAM-IV photochemical model, which has been augmented
to treat particulate matter. The modeling domain height is limited in UAM-IV, so it is best used for urban
scales and not regional scales, since transport in the free troposphere above the mixed layer is a
consideration on the regional scale.

The model calculates the formation of organic particles through the oxidation of VOC; the resulting
particles are assumed to be non-volatile and non-hygroscopic. Formation of inorganic particles in
clouds is simulated with an empirical mechanism that reflects three reactions but fails to account for
some of the nonlinearities of the process. The model has the ability to simulate the evolution of the
particle size distribution.

UAM-AERO has been applied to the Los Angeles Basin and the San Joaquin Valley.  In Los Angeles
in summer, the model the predicted 24-hr maximum PM2.5 mass concentration within 20% of
measurements, but tended to underestimate the chemical species maxima. Model performance during
three episodes in the San Joaquin Valley was judged to be too poor for application of the model to
State Implementation Plan development (Lurmann et al., 1996).  Emissions and meteorological data
deficiencies are major sources of uncertainty for these simulations.

When used to calculate a size resolved particulate matter distribution over a 51 x 36 x 5 grid cell
domain, UAM-AERO requires about 20 hours on a HP-C110 workstation for a 24-hour simulation.
Without the PM size resolution, the same simulation takes about 5 hours.

UAM-AIM. This model is similar to UAM-AERO, with the exception that it has a different gas-particle
conversion algorithm, an update of the Aerosol Inorganic Model (AIM). The model achieves
computational efficiency by searching and interpolating pre-calculated values instead of carrying out
full thermodynamic equilibrium calculations. The treatment of secondary organic, sulfate and nitric acid
formation is identical to that of UAM-AERO.

UAM-AIM was applied to the same June 1987 episode as UAM-AERO.  Although the species errors
were different the overall performance of the two models, compared to measurements, was
comparable.



6200-023-300 September, 19995-15

On an IBM RS/6000 390 workstation, a three-day simulation with a 65 x 36 x 5 grid cells takes 24
hours of computer time.

UAM-LC.  For long-term particulate matter calculations, the UAM-IV framework was modified by
simplifying its chemical mechanism and adding a particulate matter module.  The resulting model
UAM-LC (for linear chemistry) contains parameterized representations of the atmospheric chemistry of
interest for particulate matter analyses.  Interestingly, the model no longer predicts ozone, which must
be externally specified. It simulates aqueous phase oxidation of SO2 with a formula that depends on
relative humidity and season, which fails to represent the nonlinearities in the actual oxidation process.

UAM-LC has been applied to the Los Angeles Basin for simulating annual average PM10 in 1995.  It
takes about 15 hours on a HP-C110 workstation to simulate one year over a gridded domain of 65 x 40
x 2 grid cells.

VISHWA. The Visibility and Haze in the Western Atmosphere (VISHWA) model was developed by
adapting the episodic Acid Deposition and Oxidant Model (ADOM) for long term particulate matter
predictions. The changes made included incorporation of a simplified chemical mechanism and
addition of a post processor for particulate matter.

VISHWA simulates the aqueous formation of sulfate through oxidation with hydrogen peroxide.
Organic particulate matter is estimated through fractional yields from VOC groups. The size distribution
of particulate matter is not simulated.

The model has been used to simulate hourly speciated fine particulate matter concentrations for 1992
for the western U.S. A grid of 57 x 57 x 6 grid cells of 50 x 50 km cells was used.  The wind field was
defined initially by the Nested Grid Model (NGM) and later by RAMS.  Its performance for this
application is described by Tombach et al. (1996b).

For the above simulation, the model required about 3% of real time on an IBM RS6000/590
workstation, i.e., the one-year simulation required about 1 ½ weeks of actual computer time.

5.4 Calculating Visibility from the Particulate Matter Concentrations

The outputs of most of the models described above are particulate matter concentrations, typically by
species, as functions of location and time.  In some cases, a size distribution is also given.  Very few of
the models (namely VISCREEN, PLUVUE, CALPUFF, ROME, Models 3) calculate the optical effect of
the particulate matter. Such calculations can always be done in a post-processing mode from the
particulate matter field description, however, so it is possible to make any aerosol model into a visibility
model.
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For completeness, then, we mention here briefly the three principal ways in which the optical effects of
aerosol can be calculated:

•  Extinction Efficiency. The extinction coefficient resulting from the aerosol is calculated by
multiplying the mass concentrations of the various species by extinction efficiencies. (See, for
example, Equation 1 in Section 2.2 of this report). The extinction efficiencies are derived from the
literature or are estimated using multiple linear regression of measurements of aerosol species and
light extinction. Extinction efficiencies for hygroscopic species are multiplied by a relative humidity
factor that reflects the enhancement of extinction by the growth of a particle as it takes up water.
This is the approach used in CALPUFF.

•  Mie Theory. The extinction due to the aerosol is computed from its chemical composition and size
distribution using Mie theory.  This is the approach used in Models 3/CMAQ.

•  Radiative Transfer Modeling. In order to derive visual effects, such as changes in contrast or color
of plumes, the model considers not only the extinction itself but also the effects of sun angle, sky
illumination, and background.  This is the approach used in the VISCREEN, PLUVUE-II and
ROME plume models.

5.5 Assessment of Models

The above discussion shows that a variety of tools exist for modeling the particulate matter that causes
visibility impairment. These models, of necessity, include significant simplifications or approximations,
particularly in the simulation of the formation of particulate matter, that are dictated by the state of the
science and the speed of computers.  The predictive skills of the most recent models, which include
fewer such limitations, are currently not well evaluated.

The reviews by Seigneur et al. (1997a) and Seigneur (1997, 1998) contain evaluations of modeling
capabilities and needs for improvement. In addition, the availability, evaluation, use and limitations of
air quality models for ozone and particulate matter are reviewed in a paper that was prepared for the
consideration of the Federal Advisory Committee Act (FACA) Subcommittee on Ozone, PM, and
Regional Haze (FACA, 1997).

The principal challenge in receptor modeling is how to determine quantitative source apportionments
for secondary compounds that differ chemically and physically from the emitted materials. Studies
suggest some ability of the available secondary particle receptor models to identify the likely locations
of major sources of secondary particle precursors. Their ability to provide quantitative apportionment of
the measured particulate matter mass depends on use of additional information, such as spatial or
temporal variation, detailed source inventories, or transport trajectory information. The accuracy of
such quantification of apportionment is not yet well established, however. Furthermore, the most
advanced methods are not yet well enough developed for routine use.



6200-023-300 September, 19995-17

Turning to the regional source models, the FACA review (FACA, 1997) asserts, “Models are available
for use in designing ozone and PM SIPs, and for other regulatory modeling purposes.“ This is followed
by the qualification, “However, quality of data bases and lack of rigorous performance evaluation
should make one cautious in interpreting their output.” In particular, “We need better emissions,
meteorological and air quality data to apply the models with confidence.” The experience of the Grand
Canyon Visibility Transport Commission with the application of VISHWA (Tombach et al., 1996b)
certainly supports this conclusion, particularly with regard to the need for high-quality detailed
meteorological input data.

Input data quality and comprehensiveness are not the sole limits to the predictive ability of source
models.  The models themselves have shortcomings. For the purposes of visibility, two major
shortcomings lie in the simulations of aqueous-phase particle formation and the formation of organic
particles. Even though the chemical and physical mechanisms can be modeled, the in-cloud formation
of particles is particularly challenging to simulate because one almost never has knowledge of the
specific times when the emitted material is in clouds. As additional areas deserving of attention,
Seigneur et al. (1997a) and Seigneur (1997, 1998) also recommend improvements in  other aspects of
the aerosol modules.

Thus, particulate matter and visibility models and input data have not yet reached the stage that their
conclusions can be accepted uncritically. The initial testing of models for Project MOHAVE highlights
this need for caution. There it was found that none of seven source and receptor models, applied with
available meteorological data as needed, was able to reliably predict the measured ambient
concentration of a tracer gas emitted from a 110-km distant power plant stack (Green and Tombach,
1999). Subsequent modeling, in which the tracer gas concentrations were used to improve dispersion
estimates, enabled focus on aerosol mechanisms and appeared to produce reasonably reliable
estimates of secondary sulfate concentrations.

The above presentation of the limitations of the models does not mean that the receptor and source
modeling tools should not be used for the assessment of visibility impacts – only that their use requires
critical oversight and experienced evaluation of the results. In the hands of an experienced and careful
user, today’s models can provide useful information for visibility and air quality management.
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6.0  MEASUREMENT METHOD IMPROVEMENTS

The assessments of visibility spatial and temporal patterns as well as long-term trends that were
presented in Sections 3.0  and 4.0  were limited by the spatial coverage within California.  Although
data were available from sites in most of California’s air basins, direct measurements of optical
characteristics were limited to measurements of the particle light scattering coefficient in the
Sacramento Valley and Lake County Air Basins, measurements of the light extinction coefficient at
three IMPROVE sites, and measurements of the particle light absorption coefficient at seven
IMPROVE sites.  Additionally, although PM2.5 mass concentration data were available from sites
throughout most of the state, extensive chemical composition data were available only from IMPROVE
sites.

The ongoing implementation of the PM2.5 measurement network in California as required by the U.S.
EPA will greatly improve the spatial coverage for PM2.5 mass and chemical composition data.  The
coverage for optical measurements will also improve as a result of planned expansions of the
IMPROVE network.  However, there is still likely to be a lack of optical data in urban areas in the state.

The assessment of visibility trends has also been limited by available measurement techniques for
visual air quality and for related aerosol properties. Visual air quality can change rapidly, over periods
of an hour or less.  Thus, better temporal resolution of aerosol concentrations and chemical
composition will be needed to fully understand the causes of reduced visibility and the variability of
those causes.  Also, accurate measurements of light extinction due to fine particles will be required to
understand the changes in visibility that are likely to occur as a result of the new Federal PM2.5

standards.

This section presents an overview of improvements that are currently in progress in the state of the
science of visibility-related measurement techniques.  The first section addresses visibility-related
measurements, and the second addresses aerosol measurements.

6.1 Visibility Measurements

Measurement improvements are being tested for both components of light extinction, scattering and
absorption.  The particle light scattering coefficient data available from local-agency sites utilized
enclosed nephelometers that can modify the sampled air by causing decreases in relative humidity.
Most ambient light scattering measurements in recent years have been conducted using the OPTEC
NGN-2 nephelometer, an open-air model that measures scattering from all particles without size
segregation.  The open-air design allows for minimal temperature modification of the aerosol.
Development and testing are underway for a PM2.5 version of the NGN nephelometer, maintaining
temperature control but measuring scattering due only to fine particles.  This fine particle version will
allow better understanding of light extinction changes due to changes in the concentrations of PM2.5

particles, which are the most efficient scatterers.
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Light absorption is determined using an aethalometer, a device which measures light attenuation
through a particulate sample collected on a filter strip.  Existing aethalometers have measured
absorption only for visible light.  A new version, distributed by Andersen Instruments, measures light
absorption in both the visible and ultraviolet (UV).  Because aromatic compounds absorb in the UV, the
combination of visible and UV absorption allows one to distinguish between compounds that contain
aromatics (such as fresh diesel exhaust) and those that do not.

Measurements of relative humidity (RH) are critical in relating aerosol concentrations to light extinction.
Light extinction efficiencies for individual chemical species (e.g., ammonium nitrate, organic carbon)
can be applied to measured concentrations to calculate the extinction based on aerosol properties,
termed the reconstructed extinction.  These extinction efficiencies typically are expressed as a function
of relative humidity, reflecting the tendency of particles to grow in size and to scatter light more
effectively at higher humidities.  These humidity functions are non-linear, becoming very steep at high
humidities, and thus are very sensitive to uncertainties in humidity measurements at high RH.
Uncertainties in the humidity functions themselves add to the overall uncertainty of the
humidity/visibility relationship.

Improved humidity measurement devices, capable of reliable measurements at humidities exceeding
90%, have been developed and tested recently, with the ultimate goal of achieving accuracy and
precision of ±1% RH at these high values.  For example, the Vaisala HMP243 is especially designed
for high-RH applications, and it was tested against other sensors this past winter by the California Air
Resources Board (ARB) under high-RH conditions in Bakersfield.  The results of this comparison are
expected to be available this spring.  With most humidity measurement devices, frequent calibrations
increase the reliability of the measurements at high RH.

6.2 Aerosol Measurements

Reliable measurements of visual air quality with short time resolution (one hour or less) have been
available for a decade or more.  However, aerosol measurements with comparable time resolution
have been possible only for gravimetric mass, using instruments such as the beta attenuation monitor
(BAM) or the tapered element oscillating microbalance (TEOM).  But mass measurements provide only
a partial picture of the relationship of aerosols to visibility.  Because different chemical components of
the aerosol exhibit different light extinction efficiencies and because the chemical composition of the
aerosol often changes over time, short time-resolved measurements of aerosol chemical composition
are needed.  The development and testing of such methods is the focus of much current research into
aerosol measurement techniques.

Techniques are under development for continuous (i.e., approximately 1 hour or less) measurement of
all of the principal components of the aerosol.  For particulate nitrate, methods have been developed
by Aerosol Dynamics, Inc. (ADI, directed by Susanne Hering) and by Atmospheric Research &
Analysis, Inc. (ARA, directed by Eric Edgerton).  Both systems were tested this past winter as part of
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the ARB study in Bakersfield, and both use a commercially-available NO/NOx monitor as the principal
analytical device.  The ADI method operates by collecting a small particulate sample and flashing it
every few minutes, whereas the ARA method operates by denuder difference, utilizing several
channels.  Harvard University is also developing a continuous nitrate system, but it has not yet
undergone extensive field tests.

The ADI system is expected to be commercially available within the next year or so through Rupprecht
& Patashnick (R&P).  In the meantime, it will undergo further field testing at the EPA supersite in
Fresno, beginning this summer.

ADI is also developing a continuous method for particulate sulfate, also using the flashing technique
but employing a commercial SO2 monitor as the sensor.  Harvard is also working toward a continuous
sulfate method.  The ADI system was tested in Bakersfield this past winter and may be employed at
the EPA Fresno supersite.  However, neither the ADI system nor the Harvard system is yet available
commercially.

A continuous method for particulate carbon (the remaining principal component of the aerosol) is
commercially available through R&P.  Their instrument, however, quantifies only total carbon and does
not distinguish between organic carbon (OC) and elemental carbon (EC).  Currently, one typically uses
an aethalometer in conjunction with the R&P instrument to estimate the OC/EC ratio.

Research is underway at Rutgers University (directed by Barbara Turpin) to develop a continuous
instrument capable of distinguishing OC from EC.  The method is based on the thermal optical
reflectance (TOR) method of carbon analysis and, if successful, is expected to be made commercially
available.

Research is also underway to develop effective methods for measuring precursors of secondary
particles, especially ammonia and nitric acid.  Commercial methods are available for ammonia, but
their reliability at low concentrations (below about 30 ppb) is questionable.  Research, principally by
Eric Edgerton at ARA, is focusing on improving converter efficiency to achieve better ammonia
measurements at low concentrations.  The ARA denuder difference system, described above for
nitrate measurements, is also being tested for measuring nitric acid.

The research described above is targeted toward improving the continuous measurement of the
chemical components of the aerosol.  Improvements in the continuous measurement of gravimetric
mass are also underway.  A disadvantage of the present TEOM is that it heats the sample as part of
the measurement process, such that semi-volatile components of the particulate matter (e.g., organics,
nitrate, and water) can be lost during sampling.  A new version of the TEOM is under development by
R&P that will maintain the sample near ambient temperature and humidity during sampling.  This
instrument was tested in Bakersfield this past winter and may be commercially available soon.
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Another new continuous gravimetric mass instrument is under development at Harvard.  Their
Continuous Ambient Mass Monitor (CAMM) measures the pressure drop across a filter as it loads with
particulate matter.  A calibration equation is used to relate the pressure drop to the mass concentration
in real time.  This instrument was also tested in Bakersfield this past winter.

All of the methods discussed above have the potential for commercial application and for routine use in
field measurements.  In addition, research is underway on advanced methods which, while not
routinely applicable, could provide useful insights into aerosol properties.

Remote sensing instruments can provide reliable measurements of ammonia and nitric acid with
temporal resolution of an hour or less.  Tunable diode laser absorption spectroscopy (TDLAS)
instruments are available commercially from Unisearch and TEI, and can be used to measure both
ammonia and nitric acid.  Ernie Tuazon at UC Riverside has used Fourier Transform Infrared (FTIR)
technology to measure ammonia continuously with sub-ppb sensitivity.  However, the FTIR method is
especially labor-intensive and thus is limited to research applications, not routine measurements.  In
yet another technique, Fred Fehsenfeld at NCAR has used chemical ionization mass spectrometry to
measure ambient ammonia accurately.  However, this method is not suitable for routine field
measurements.

Much current research is directed toward the development of techniques for chemical speciation of
single particles.  Prototype systems are being developed at UC Riverside (Kim Prather), the University
of Delaware (Murray Johnston), NOAA-Boulder (Dan Murphy), Sandia Laboratories, and Aerodyne
Corporation.  The UC Riverside system, for example, employs a size-selective device followed by an
aerosol time-of-flight mass spectrometer (ATOFMS) which fragments individual particles and
determines their chemical composition.  This technology allows precise temporal resolution because
individual particles are analyzed in real time.  Plus, it provides an understanding of the mixture of
chemical components in each particle, thereby precluding the need for assumptions concerning
internally versus externally mixed particles.  Data processing is time consuming because data are
recorded for each particle, resulting in a large volume of data.  All of the currently available single
particle methods are labor intensive and are in the research stages, so none are suitable for routine
use.
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7.0  CONCLUSIONS

The descriptions and analyses presented in previous sections lead to the following conclusions:

16. The highest fine particle concentrations in California are present in locations with surrounding
topography that limits dispersion.  These areas include the Central Valley, the South Coast Air
Basin, the San Francisco Bay area and the Lake Tahoe Air Basin.

17. The highest concentrations at these locations generally occur during the fall or winter, when
periods of low inversions and low wind speeds lead to the accumulation of emitted particulate
matter.

18. Carbon-containing materials and ammonium nitrate are the major constituents of PM2.5 at the
locations with the highest PM2.5 mass concentrations.  Wood burning may be a major source of the
carbon-containing materials, particularly at locations with cooler fall and winter temperatures, while
the ammonium nitrate is formed from atmospheric reactions that involve nitrogen oxides and
ammonia.

19. Concentrations at coastal locations, such as Redwood National Park and Point Reyes National
Seashore, do not vary as much with season as concentrations at inland locations, although there is
a tendency for higher concentrations to occur during fall and winter than during spring and
summer.

20. Concentrations at Yosemite and Lassen Volcanic National Parks are highest during the summer, in
contrast with the other locations, and sulfate is a larger contributor than ammonium nitrate.  This
behavior may be caused by summertime park visitors or by transport from the Central Valley.

21. Concentrations at San Gorgonio Wilderness Area are highest during spring and summer, when
conditions are conducive to transport of material from the South Coast Air Basin.

22. Statistically significant decreases in concentrations occurred between 1989 and 1996 in several air
basins.  Most notable were decreases in the San Joaquin Valley during winter and at San
Gorgonio Wilderness Area during spring, which are the times of year when concentrations are
highest at these locations.

23. Estimated emissions of PM2.5, nitrogen oxides and sulfur oxides decreased throughout the state
between 1990 and 1995.  These decreases are consistent with the observed decreases in
concentrations.  However, decreases in concentrations did not accompany decreases in emissions
everywhere.
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24. Emissions from energy production are small percentages of PM2.5, nitrogen oxide and sulfur oxide
emissions in California, so energy production likely does not contribute substantially to decreased
visibility or increased PM2.5 concentrations.

25. Emissions from non-mobile source energy use are a larger percentage of total emissions than
emissions from energy production.  In particular, wood burning is a substantial contributor to PM2.5

emissions in cooler locations, such as the Lake Tahoe and Mountain Counties Air Basins.
Therefore, emissions from non-mobile source energy use may be important contributors to
reduced visibility and increased PM2.5 concentrations in some parts of the state.

26. Several atmospheric models exist that can be used to better understand relationships between
emissions, atmospheric particulate matter, and visibility.  However, their application generally
requires extensive quantities of data and experience.

27. More extensive spatial coverage is needed to better understand the nature and causes of visibility
and particulate matter concentrations in California.  Implementation of the PM2.5 monitoring
network in conjunction with expansion of the IMPROVE network will help provide this information in
the future.

28. Recent and ongoing developments in measurement techniques for atmospheric optical parameters
and particulate matter mass and constituents will also provide new information to better
characterize visibility and particulate matter.



6200-023-300 September, 19998-1

8.0  REFERENCES

Anttila, P., P. Paatero, U. Tapper and O. Jarvinen (1995). Application of Positive Matrix Factorization
to Source Apportionment: Results of a Study of Bulk Deposition Chemistry in Finland. Atmos.
Environ. 29: 1705-1709.

Ashbaugh, L.L., W.C. Malm and W.Z. Sadeh (1985). A Residence Time Probability Analysis of Sulfur
Concentrations at Grand Canyon National Park. Atmos. Environ. 19: 1263-1270.

Binkowski, F.S., and U. Shankar (1995). The Regional Particulate Matter Model. 1: Model Description
and Preliminary Results.  J. Geophys. Res. 100: 26191-26209.

California Air Resources Board (1997). California Ambient Air Quality Data. CD Number: TSD-97-008-
CD.

California Air Resources Board (1998). Data transmittal from Martin Johnson to Steven Heisler, ENSR,
November 5, 1998.

California Air Resources Board (1999). Data transmittal from Patrick Gaffney to Steven Heisler, ENSR,
February 24, 1999.

Cartwright, H.M., and S.P. Harris (1993). Analysis of the Distribution of Airborne Pollution Using
Genetic Algorithms. Atmos. Environ. 27A: 1783-1791.

Cheng, M.D., N. Gao and P.K. Hopke (1996). Source Apportionment Study of Nitrogen Species
Measured in Southern California in 1987. J. Environ. Engineer. 122: 183-190.

Federal Advisory Committee Act Subcommittee on Ozone, PM, and Regional Haze (1997). The
Modeling process and Emissions inventories: Their Development, Availability, Evaluation, Use,
and Limitations. Draft Paper, August 5.

Gabruk, R.S., R.I. Sykes, C. Seigneur, P. Pai, P. Gillespie, R.W. Bergstrom and P. Saxena (1999).
Evaluation of the Reactive and Optics Model of Emissions (ROME). Atmos. Environ., in press.

Green, M.C., and I. Tombach (1999). Use of Project MOHAVE Perfluorocarbon Tracer Data to
Evaluate Source and Receptor Models. Submitted to J. AWMA.

Guthrie, P.D., C.A. Emery, M.P. Ligocki, G.E. Mansell, A.K. Kuklin, and D. Gao (1995). Development
and Preliminary Testing of the Regulatory Modeling System for Aerosols and Deposition



6200-023-300 September, 19998-2

(REMSAD). Technical Memorandum SYSAPP-9611, Systems Applications International, San
Rafael, CA.

Guthrie, P.D., D. Gao, and G.F. Mansell (1998). Evaluation of the Performance of the REMSAD
Modeling System for Fine Particles and Deposition.  Final Report SYSAPP-98/24, Systems
Applications International, San Rafael, CA.

Henry, R.C. (1991). Multivariate Receptor Models, in Receptor Modeling for Air Quality
Management, P.K. Hopke, ed., Elsevier Science Publishers, New York. pp. 117-148.

Henry, R.C. (1997a). Receptor Model Applied to Patterns in Space (RMAPS). Part 1 – Model
Description. J. AWMA 47: 216-219.

Henry, R.C. (1997b). Receptor Model Applied to Patterns in Space (RMAPS). Part 2 – Apportionment
of Airborne Particulate Sulfur from Project MOHAVE. J. AWMA 47: 220-225.

Henry, R.C. (1997c). Receptor Model Applied to Patterns in Space (RMAPS). Part 3 – Apportionment
of Airborne Particulate Sulfur in Washington State. J. AWMA 47: 226-230.

Hudischewkyj, A.B. and C. Seigneur (1989). Mathematical Modeling of the Chemistry and Physics of
Aerosols in Plumes. Environ. Sci. & Technol. 23; 423-421.

Jacobson, M.Z., R. Lu, R.P. Turco and O.B. Toon (1996). Development and Application of a New Air
Pollution Modeling System, Part I: Gas Phase Simulations. Atmos. Environ. 30: 1939-1963.

Jacobson, M.Z. (1997a). Development and Application of a New Air Pollution Modeling System, Part II:
Aerosol Module Structure and Design. Atmos. Environ. 31: 131-144.

Jacobson, M.Z. (1997b). Development and Application of a New Air Pollution Modeling System, Part
III: Aerosol Phase Simulations. Atmos. Environ. 31: 587-608.

Johnson, M.E. (1998) Personal Communication

Keeler, G.J., and P.J. Samson (1989). Spatial Representativeness of Trace Element Ratios. Environ.
Sci. Technol. 23: 1358-1384.

Kendall, M.G. (1970). Rank Correlation Methods, Griffin, London.

Kumar, N., F. Lurmann, A. Wexler, S. Pandis, and J. Seinfeld (1996). Development and Application of
a Three-Dimensional Aerosol Model. Proceedings of A&WMA Specialty Conference on



6200-023-300 September, 19998-3

Computing and Environmental Resource Management, Research Triangle Park, NC, Dec.
2-4. pp 69-86.

Lurmann, F.W., and N. Kumar (1996). Development of Chemical Transformation Algorithms for Annual
PM10 Dispersion Models. Draft report STI-95410-1602-DFR for the South Coast Air Quality
Management District, Diamond Bar, CA.

Lurmann, F.W., A.S. Wexler, S.N. Pandis, S. Musarra, N. Kumar and J.H. Seinfeld (1997). Modeling
Urban and Regional Aerosols: II. Application to California’s South Coast Air Basin. Atmos.
Environ. 31: 2695-2715.

Malm, W.C., K.A. Gebhart, and R.C. Henry (1990). An Investigation of the Dominant Source Regions
of Fine Sulfur in the Western United States and Their Areas of Influence. Atmos. Environ. 24A:
3047-3060.

Meng, Z., D. Dabdub and J.H. Seinfeld (1998). Size- and Chemically-Resolved Model of Atmospheric
Aerosol Dynamics. J. Geophys. Res., in press.

Middleton, P., K. Zhang, J. Chang, et al. (1993). Brown Cloud II: The Denver Air Quality Modeling
Study. Atmospheric Sciences Research Center, State University of New York at Albany.

Middleton, P. (1997). DAQM – Simulated Spatial and Temporal Differences Among Visibility, PM, and
Other Air Quality Concerns Under Realistic Emission Change Scenarios. J. AWMA 47: 302-
316.

Pai, P., K. Vijayaraghavan, C. Seigneur, J. Hegarty, M. Leidner, and J.-F. Louis (1998). Particulate
Matter Modeling in the Los Angeles Basin using MM5 and SAQM-AERO – Preliminary
Results. In PM2.5: A Fine Particle Standard, J. Chow and P. Koutrakis, Editors. VIP-81, Air
and Waste Management Association, Pittsburgh. pp. 748-758

Pitchford, M., M. Green, H. Kuhns, I. Tombach, W. Malm, M. Scruggs, R. Farber and V. Mirabella
(1999). Project MOHAVE Final Report.

Poirot, R.L., and P.R. Wishinski (1986). Visibility, Sulfate, and Air Mass History Associated with the
Summertime Aerosol in Northern Vermont. Atmos. Environ. 20:  1457-1469.

Seigneur, C. (1997). Review of Three-Dimensional Air Quality Models for Particulate Matter. In Visual
Air Quality, Aerosols, and Global Radiation Balance. VIP-76, Air and Waste Management
Association, Pittsburgh. pp. 5-15.



6200-023-300 September, 19998-4

Seigneur, C., P. Pai, J-F. Louis, P. Hopke, and D. Grosjean (1997a). Review of Air Quality Models for
Particulate Matter. Report prepared for the American Petroleum Institute.

Seigneur, C., X.A. Wu, E. Constantinou, P. Gillespie, R.W. Bergstrom, I. Sykes, A. Venkatram, and P.
Karamchandani (1997b). Formulation of a Second-Generation Reactive Plume and Visibility
Model. J. AWMA 47: 176-184.

Seigneur, C. (1998). PM-2.5 Modeling: Current Status and Research Needs. In PM2.5: A Fine
Particle Standard, J. Chow and P. Koutrakis, Editors. VIP-81, Air and Waste Management
Association, Pittsburgh. pp. 713-724.

Seigneur, C., P. Pai, I. Tombach, C. McDade, P. Saxena, and P. Mueller (1999). Modeling of Potential
Power Plant Plume Impacts on Dallas-Fort Worth Visibility. Accepted by J. AWMA.

Sisler, J.F., W.C. Malm, and K. Gebhart (1996). SPATIAL AND SEASONAL PATTERNS AND LONG
TERM VARIABILITY OF THE COMPOSITION OF THE HAZE IN THE UNITED STATES:  An
Analysis of Data from the IMPROVE Network. ISSN: 0737-5352-32, Center for Research in
the Atmosphere, Colorado State University, Fort Collins,CO.

Stohl, A. (1996). Trajectory Statistics – A New Method to Establish Source-Receptor Relationships of
Air Pollutants and Its Application to the Transport of Particulate Sulfate in Europe. Atmos.
Environ. 30: 579-587.

Sun, Q., and Wexler, A.S. (1998). Modeling Urban and Regional Aerosols near Acid Neutrality –
Application to the June 24-25 SCAQS Episode. Submitted to Atmos. Environ.

Tombach, I., C. Seigneur, C. McDade, and S. Heisler (1996a). Dallas-Fort Worth Winter Haze Project.
Volume 3: Visibility Assessment. EPRI TR-106775-V3, Electric Power Research Institute, Palo
Alto, CA.

Tombach, I., P. Karamchandani, and P. Pai (1996b). Development, Evaluation, and Application of
Transfer Coefficients for Predicting Colorado Plateau Air Quality.  Paper 96-TP46.03, 89th
Annual Meeting of the A&WMA, Nashville.

U.S. Environmental Protection Agency (1992a). Workbook for Plume Visual Impact Screening and
Analysis.  EPA-450/4-88-015R.

U.S. Environmental Protection Agency (1992b). Updated User’s Guide for the Plume Visibility Model
(PLUVUE II). Research Triangle Park, NC.



6200-023-300 September, 19998-5

U.S. Environmental Protection Agency (1995). A User’s Guide for the CALPUFF Dispersion Model.
EPA-454/B-95-006.

U.S. Environmental Protection Agency (1998). EPA Third-Generation Air Quality Modeling System.
Models-3. Volume 9B: User Manual. EPA-600/R-98/069(a).

Venkatram, A., P. Karamchandani, P. Pai, C. Sloane, P. Saxena and R. Goldstein (1997). The
Development of a Model to Examine Source-Receptor Relationships for Visibility on the
Colorado Plateau. J. AWMA 47: 286-301.

Watson, J.G., D. Blumenthal, J. Chow, C. Cahill, L.W. Richards, D. Dietrich, R. Morris, J. Houck, R.J.
Dickson and S. Andersen (1996). Mt. Zirkel Wilderness Area Reasonable Attribution Study of
Visibility Impairment. Final Report by Desert Research Institute, Reno, NV.

White, W.H. (1996). Alternative Perspectives on a Trend in Eastern Fine-Particle Sulfur
Concentrations. Environmental Manager, April.

White, W.H. (1997). Phantom Sources from Spatial Correlations: an Example. In Visual Air Quality,
Aerosols, and Global Radiation Balance. VIP-76, Air and Waste Management Association.
pp. 762-763.



6200-023-200 September, 1999

APPENDIX A

SERIAL TIME PLOTS



6200-023-300 September, 1999i

CONTENTS

A.0  Introduction ....................................................................................................................................... A-1

A.1  Lake County Air Basin (Lakeport) ....................................................................................................A-1

A.2  Lake Tahoe Air Basin (South Lake Tahoe) .....................................................................................A-4

A.3  Mountain Counties Air Basin (Yosemite National Park) .................................................................A-9

A.4  North Central Coast Air Basin (Pinnacles National Monument) ...................................................A-14

A.5  North Coast Air Basin (Redwood National Park) ..........................................................................A-19

A.6  Northeast Plateau Air Basin (Lassen Volcanic National Park) .....................................................A-24

A.7  Sacramento Valley Air Basin (Arbuckle, Chico, Colusa, Gridley, Pleasant Grove and Yuba City) ....
....................................................................................................................................................A-29

A.8  San Francisco Bay Air Basin (San Jose and Point Reyes National Seashore)...........................A-42

A.9  San Joaquin Valley Air Basin (Bakersfield, Fresno, Madera, Modesto, Stockton and Visalia)...A-49

A.10 Salton Sea Air Basin (El Centro)...................................................................................................A-62

A.11  South Coast Air Basin (Azusa, Long Beach, Riverside and San Gorgonio Wilderness Area) .A-65



6200-023-200 September, 1999ii

LIST OF FIGURES

Figure A-1 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Lakeport ............................................................................................................................................A-2

Figure A-2 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Lakeport ............................................................................................................................................A-2

Figure A-3 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at Lakeport
...........................................................................................................................................................A-3

Figure A-4 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Lakeport ............................................................................................................................................A-3

Figure A-5 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
South Lake Tahoe ............................................................................................................................A-5

Figure A-6 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at South Lake Tahoe....A-5

Figure A-7 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at South Lake Tahoe ........................................................................................................................A-6

Figure A-8 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at South Lake Tahoe.A-6

Figure A-9 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
South Lake Tahoe ............................................................................................................................A-7

Figure A-10 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at South Lake Tahoe.......A-7

Figure A-11 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
South Lake Tahoe ............................................................................................................................A-8

Figure A-12 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at South Lake Tahoe..A-8

Figure A-13 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
Yosemite National Park ..................................................................................................................A-10

Figure A-14 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at Yosemite National Park
.........................................................................................................................................................A-10

Figure A-15 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at Yosemite National Park..............................................................................................................A-11

Figure A-16 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at Yosemite National
Park .................................................................................................................................................A-11

Figure A-17 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
Yosemite National Park ..................................................................................................................A-12



6200-023-200 September, 1999iii

Figure A-18 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at Yosemite National Park ....
.........................................................................................................................................................A-12

Figure A-19 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
Yosemite National Park ..................................................................................................................A-13

Figure A-20 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at Yosemite National Park
.........................................................................................................................................................A-13

Figure A-21 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
Pinnacles National Monument .......................................................................................................A-15

Figure A-22 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at Pinnacles National
Monument .......................................................................................................................................A-15

Figure A-23 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at Pinnacles National Monument ...................................................................................................A-16

Figure A-24 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at Pinnacles National
Monument .......................................................................................................................................A-16

Figure A-25 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
Pinnacles National Monument .......................................................................................................A-17

Figure A-26 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at Pinnacles National
Monument .......................................................................................................................................A-17

Figure A-27 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
Pinnacles National Monument .......................................................................................................A-18

Figure A-28 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at Pinnacles National
Monument .......................................................................................................................................A-18

Figure A-29 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
Redwood National Park..................................................................................................................A-20

Figure A-30 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at Redwood National Park
.........................................................................................................................................................A-20

Figure A-31 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at Redwood National Park..............................................................................................................A-21

Figure A-32 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at Redwood National
Park .................................................................................................................................................A-21

Figure A-33 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
Redwood National Park..................................................................................................................A-22

Figure A-34 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at Redwood National
Park............................................................................................................................................A-22



6200-023-200 September, 1999iv

Figure A-35 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
Redwood National Park..................................................................................................................A-23

Figure A-36 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at Redwood National Park
.........................................................................................................................................................A-23

Figure A-37 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
Lassen Volcanic National Park ......................................................................................................A-25

Figure A-38 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at Lassen Volcanic
National Park...................................................................................................................................A-25

Figure A-39 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at Lassen Volcanic National Park ..................................................................................................A-26

Figure A-40 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at Lassen Volcanic
National Park...................................................................................................................................A-26

Figure A-41 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
Lassen Volcanic National Park ......................................................................................................A-27

Figure A-42 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at Lassen Volcanic National
Park .................................................................................................................................................A-27

Figure A-43 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
Lassen Volcanic National Park ......................................................................................................A-28

Figure A-44 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at Lassen Volcanic
National Park...................................................................................................................................A-28

Figure A-45 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Arbuckle ..........................................................................................................................................A-30

Figure A-46 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Chico ...............................................................................................................................................A-30

Figure A-47 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Colusa .............................................................................................................................................A-31

Figure A-48 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Gridley .............................................................................................................................................A-31

Figure A-49 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Pleasant Grove ...............................................................................................................................A-32

Figure A-50 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at Yuba
City...................................................................................................................................................A-32

Figure A-51 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Arbuckle ..........................................................................................................................................A-33



6200-023-200 September, 1999v

Figure A-52 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Chico ...............................................................................................................................................A-33

Figure A-53 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Colusa .............................................................................................................................................A-34

Figure A-54 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Gridley .............................................................................................................................................A-34

Figure A-55 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Pleasant Grove ...............................................................................................................................A-35

Figure A-56 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Yuba City.........................................................................................................................................A-35

Figure A-57 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at
Arbuckle ..........................................................................................................................................A-36

Figure A-58 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at Chico...
.........................................................................................................................................................A-36

Figure A-59 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at Colusa
.........................................................................................................................................................A-37

Figure A-60 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at Gridley
.........................................................................................................................................................A-37

Figure A-61 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at
Pleasant Grove ...............................................................................................................................A-38

Figure A-62 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at Yuba
City...................................................................................................................................................A-38

Figure A-63 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Arbuckle ..........................................................................................................................................A-39

Figure A-64 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Chico ...............................................................................................................................................A-39

Figure A-65 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Colusa .............................................................................................................................................A-40

Figure A-66 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Gridley .............................................................................................................................................A-40

Figure A-67 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Pleasant Grove ...............................................................................................................................A-41

Figure A-68 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at Yuba
City...................................................................................................................................................A-41



6200-023-200 September, 1999vi

Figure A-69 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at San Jose.........
.........................................................................................................................................................A-43

Figure A-70 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
Point Reyes National Seashore .....................................................................................................A-43

Figure A-71 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at Point Reyes National
Seashore.........................................................................................................................................A-44

Figure A-72 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at San Jose .....
.........................................................................................................................................................A-44

Figure A-73 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at Point Reyes National Seashore.................................................................................................A-45

Figure A-74 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at Point Reyes National
Seashore.........................................................................................................................................A-45

Figure A-75 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at San Jose......A-46

Figure A-76 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
Point Reyes National Seashore .....................................................................................................A-46

Figure A-77 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at Point Reyes National
Seashore.........................................................................................................................................A-47

Figure A-78 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at San Jose.........
.........................................................................................................................................................A-47

Figure A-79 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
Point Reyes National Seashore .....................................................................................................A-48

Figure A-80 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at Point Reyes National
Seashore.........................................................................................................................................A-48

Figure A-81 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Bakersfield......
.........................................................................................................................................................A-50

Figure A-82 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Fresno.....A-50

Figure A-83 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Madera....A-51

Figure A-84 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Modesto ..A-51

Figure A-85 Median Light Scattering Coefficient, Coefficient of Haze, PM2.5 Mass and PM10 Nitrate and
Sulfate by Year During Spring at Stockton ....................................................................................A-52

Figure A-86 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Visalia .....A-52

Figure A-87 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Bakersfield
.........................................................................................................................................................A-53



6200-023-200 September, 1999vii

Figure A-88 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Fresno .A-53

Figure A-89 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Madera A-54

Figure A-90 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Modesto.......
.........................................................................................................................................................A-54

Figure A-91 Median Light Scattering Coefficient, Coefficient of Haze, PM2.5 Mass and PM10 Nitrate and
Sulfate by Year During Summer at Stockton.................................................................................A-55

Figure A-92 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Visalia ..A-55

Figure A-93 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Bakersfield...A-56

Figure A-94 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Fresno..........A-56

Figure A-95 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Madera.........A-57

Figure A-96 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Modesto.......A-57

Figure A-97 Median Light Scattering Coefficient, Coefficient of Haze, PM2.5 Mass and PM10 Nitrate and
Sulfate by Year During Fall at Stockton.........................................................................................A-58

Figure A-98 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Visalia ..........A-58

Figure A-99 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Bakersfield ......
.........................................................................................................................................................A-59

Figure A-100 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Fresno...A-59

Figure A-101 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Madera..A-60

Figure A-102 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Modesto ........
.........................................................................................................................................................A-60

Figure A-103 Median Light Scattering Coefficient, Coefficient of Haze, PM2.5 Mass and PM10 Nitrate
and Sulfate by Year During Winter at Stockton.............................................................................A-61

Figure A-104 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Visalia ...A-61

Figure A-105 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at El Centro.......
.........................................................................................................................................................A-63

Figure A-106 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at El Centro ...
.........................................................................................................................................................A-63

Figure A-107 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at El Centro....A-64

Figure A-108 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at El Centro.......
.........................................................................................................................................................A-64

Figure A-109 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Azusa....A-66



6200-023-200 September, 1999viii

Figure A-110 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Long Beach
.........................................................................................................................................................A-66

Figure A-111 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Riverside.......
.........................................................................................................................................................A-67

Figure A-112 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring
at San Gorgonio Wilderness Area .................................................................................................A-67

Figure A-113 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at San Gorgonio
Wilderness Area..............................................................................................................................A-68

Figure A-114 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Azusa.A-68

Figure A-115 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Long Beach
.........................................................................................................................................................A-69

Figure A-116 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Riverside ...
.........................................................................................................................................................A-69

Figure A-117 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During
Summer at San Gorgonio Wilderness Area ..................................................................................A-70

Figure A-118 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at San Gorgonio
Wilderness Area..............................................................................................................................A-70

Figure A-119 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Azusa.........A-71

Figure A-120 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Long Beach .......
.........................................................................................................................................................A-71

Figure A-121 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Riverside....A-72

Figure A-122 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
San Gorgonio Wilderness Area......................................................................................................A-72

Figure A-123 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at San Gorgonio
Wilderness Area..............................................................................................................................A-73

Figure A-124 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Azusa....A-73

Figure A-125 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Long Beach
.........................................................................................................................................................A-74

Figure A-126 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Riverside.......
.........................................................................................................................................................A-74

Figure A-127 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter
at San Gorgonio Wilderness Area .................................................................................................A-75



6200-023-200 September, 1999ix

Figure A-128 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at San Gorgonio
Wilderness Area..............................................................................................................................A-75



6200-023-200 September, 1999A-1

A.0 Introduction

This appendix contains serial time plots of median values (local-agency sites) and average values
(IMPROVE sites) of the available optical and particulate matter data.  The plots are grouped by air
basin.  One plot is presented for each local-agency site during each season showing all of the median
values measured during each year.  Two plots are presented for each IMPROVE site during each
season.  The first plot shows measured seasonal average light extinction and absorption coefficients
and PM2.5 mass concentration, and calculated seasonal average light scattering and absorption
coefficients.  The second plot shows seasonal average PM2.5, nitrate and sulfate concentrations.  The
sulfate concentrations were calculated by multiplying the measured sulfur concentration by three.

A.1 Lake County Air Basin (Lakeport)
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Figure A-1 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Lakeport
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Figure A-2 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Lakeport
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Figure A-3 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at
Lakeport
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Figure A-4 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Lakeport
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A.2 Lake Tahoe Air Basin (South Lake Tahoe)
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Figure A-5 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
South Lake Tahoe
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Figure A-6 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at South Lake Tahoe
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Figure A-7 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at South Lake Tahoe
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Figure A-8 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at South Lake Tahoe
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Figure A-9 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
South Lake Tahoe
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Figure A-10 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at South Lake Tahoe
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Figure A-11 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
South Lake Tahoe
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Figure A-12 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at South Lake Tahoe
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A.3 Mountain Counties Air Basin (Yosemite National Park)
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Figure A-13 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
Yosemite National Park
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Figure A-14 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at Yosemite National
Park
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Figure A-15 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at Yosemite National Park
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Figure A-16 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at Yosemite National
Park
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Figure A-17 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
Yosemite National Park
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Figure A-18 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at Yosemite National Park
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Figure A-19 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
Yosemite National Park
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Figure A-20 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at Yosemite National
Park
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A.4 North Central Coast Air Basin (Pinnacles National Monument)
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Figure A-21 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
Pinnacles National Monument
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Figure A-22 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at Pinnacles National
Monument
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Figure A-23 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at Pinnacles National Monument
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Figure A-24 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at Pinnacles National
Monument
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Figure A-25 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
Pinnacles National Monument
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Figure A-26 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at Pinnacles National
Monument
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Figure A-27 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
Pinnacles National Monument
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Figure A-28 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at Pinnacles National
Monument
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A.5 North Coast Air Basin (Redwood National Park)
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Figure A-29 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
Redwood National Park
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Figure A-30 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at Redwood National
Park
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Figure A-31 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at Redwood National Park
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Figure A-32 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at Redwood National
Park



6200-023-200 September, 1999A-22

babs
Calc. bsp
Calc. bext
PM2.5

Redwood National Park, Fall

b e
xt
, b

sp
, b

ab
s (

M
m

-1
)

PM
2.

5 (
ug

/m
3 )

0

2

4

6

8

10

12

0

10

20

30

40

50

60

1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996

Figure A-33 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
Redwood National Park
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Figure A-34 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at Redwood National Park
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Figure A-35 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
Redwood National Park
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Figure A-36 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at Redwood National
Park
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A.6 Northeast Plateau Air Basin (Lassen Volcanic National Park)
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Figure A-37 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
Lassen Volcanic National Park
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Figure A-38 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at Lassen Volcanic
National Park
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Figure A-39 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at Lassen Volcanic National Park
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Figure A-40 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at Lassen Volcanic
National Park
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Figure A-41 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
Lassen Volcanic National Park
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Figure A-42 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at Lassen Volcanic National
Park
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Figure A-43 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
Lassen Volcanic National Park
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Figure A-44 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at Lassen Volcanic
National Park
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A.7 Sacramento Valley Air Basin (Arbuckle, Chico, Colusa, Gridley, Pleasant Grove and
Yuba City)
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Figure A-45 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Arbuckle
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Figure A-46 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Chico
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Figure A-47 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Colusa

COH
bsp

Gridley, Spring

M
m

-1
, C

O
H

 x
 1

00
0

0

100

200

300

400

1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996

Figure A-48 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Gridley



6200-023-200 September, 1999A-32

COH
bsp

Pleasant Grove, Spring

M
m

-1
, C

O
H

 x
 1

00
0

0

50

100

150

200

250

300

350

400

450

1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996

Figure A-49 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Pleasant Grove
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Figure A-50 Median Light Scattering Coefficient and Coefficient of Haze by Year During Spring at
Yuba City
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Figure A-51 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Arbuckle
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Figure A-52 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Chico
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Figure A-53 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Colusa
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Figure A-54 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Gridley
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Figure A-55 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Pleasant Grove
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Figure A-56 Median Light Scattering Coefficient and Coefficient of Haze by Year During Summer at
Yuba City
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Figure A-57 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at
Arbuckle

COH
bsp

Chico, Fall

M
m

-1
, C

O
H

 x
 1

00
0

0

100

200

300

400

500

1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996

Figure A-58 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at Chico
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Figure A-59 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at
Colusa
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Figure A-60 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at
Gridley
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Figure A-61 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at
Pleasant Grove
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Figure A-62 Median Light Scattering Coefficient and Coefficient of Haze by Year During Fall at Yuba
City
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Figure A-63 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Arbuckle
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Figure A-64 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Chico
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Figure A-65 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Colusa
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Figure A-66 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Gridley
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Figure A-67 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Pleasant Grove
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Figure A-68 Median Light Scattering Coefficient and Coefficient of Haze by Year During Winter at
Yuba City
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A.8 San Francisco Bay Air Basin (San Jose and Point Reyes National Seashore)
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Figure A-69 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at San Jose
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Figure A-70 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring at
Point Reyes National Seashore
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Figure A-71 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at Point Reyes National
Seashore
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Figure A-72 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at San Jose
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Figure A-73 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Summer
at Point Reyes National Seashore
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Figure A-74 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at Point Reyes National
Seashore
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Figure A-75 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at San Jose
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Figure A-76 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
Point Reyes National Seashore
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Figure A-77 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at Point Reyes National
Seashore
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Figure A-78 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at San Jose
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Figure A-79 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter at
Point Reyes National Seashore
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Figure A-80 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at Point Reyes National
Seashore
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A.9 San Joaquin Valley Air Basin (Bakersfield, Fresno, Madera, Modesto, Stockton and
Visalia)
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Figure A-81 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Bakersfield
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Figure A-82 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Fresno
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Figure A-83 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Madera
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Figure A-84 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Modesto
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Figure A-85 Median Light Scattering Coefficient, Coefficient of Haze, PM2.5 Mass and PM10 Nitrate
and Sulfate by Year During Spring at Stockton
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Figure A-86 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Visalia
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Figure A-87 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Bakersfield
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Figure A-88 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Fresno
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Figure A-89 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Madera
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Figure A-90 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Modesto
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Figure A-91 Median Light Scattering Coefficient, Coefficient of Haze, PM2.5 Mass and PM10 Nitrate
and Sulfate by Year During Summer at Stockton
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Figure A-92 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Visalia
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Figure A-93 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Bakersfield

Nitrate
PM2.5
Sulfate

Fresno, Fall

M
ed

ia
n 

C
on

ce
nt

ra
tio

n 
(u

g/
m3 )

0

10

20

30

40

50

60

70

1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996

Figure A-94 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Fresno
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Figure A-95 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Madera
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Figure A-96 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Modesto
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Figure A-97 Median Light Scattering Coefficient, Coefficient of Haze, PM2.5 Mass and PM10 Nitrate
and Sulfate by Year During Fall at Stockton
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Figure A-98 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Visalia
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Figure A-99 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Bakersfield
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Figure A-100 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Fresno
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Figure A-101 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Madera
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Figure A-102 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Modesto
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Figure A-103 Median Light Scattering Coefficient, Coefficient of Haze, PM2.5 Mass and PM10 Nitrate
and Sulfate by Year During Winter at Stockton
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Figure A-104 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Visalia
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A.10 Salton Sea Air Basin (El Centro)
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Figure A-105 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at El Centro
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Figure A-106 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at El Centro



6200-023-200 September, 1999A-64

Nitrate
PM2.5
Sulfate

El Centro, Fall

M
ed

ia
n 

C
on

ce
nt

ra
tio

n 
(u

g/
m3 )

0

5

10

15

20

1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996

Figure A-107 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at El Centro
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Figure A-108 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at El Centro



6200-023-200 September, 1999A-65

A.11 South Coast Air Basin (Azusa, Long Beach, Riverside and San Gorgonio Wilderness
Area)
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Figure A-109 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Azusa
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Figure A-110 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Long Beach
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Figure A-111 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Spring at Riverside
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Figure A-112 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Spring
at San Gorgonio Wilderness Area
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Figure A-113 Average PM2.5 Mass, Sulfate and Nitrate by Year During Spring at San Gorgonio
Wilderness Area
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Figure A-114 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Azusa
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Figure A-115 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Long Beach
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Figure A-116 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Summer at Riverside
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Figure A-117 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During
Summer at San Gorgonio Wilderness Area
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Figure A-118 Average PM2.5 Mass, Sulfate and Nitrate by Year During Summer at San Gorgonio
Wilderness Area
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Figure A-119 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Azusa
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Figure A-120 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Long Beach
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Figure A-121 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Fall at Riverside
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Figure A-122 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Fall at
San Gorgonio Wilderness Area
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Figure A-123 Average PM2.5 Mass, Sulfate and Nitrate by Year During Fall at San Gorgonio
Wilderness Area
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Figure A-124 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Azusa
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Figure A-125 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Long Beach
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Figure A-126 Median PM2.5 Mass and PM10 Nitrate and Sulfate by Year During Winter at Riverside
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Figure A-127 Average Calculated and Measured Optical Data and PM2.5 Mass by Year During Winter
at San Gorgonio Wilderness Area
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Figure A-128 Average PM2.5 Mass, Sulfate and Nitrate by Year During Winter at San Gorgonio
Wilderness Area
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APPENDIX B

SPEARMAN RANK ORDER CORRELATIONS

The following table presents the results of the calculations of Spearman rank order correlation
coefficients between year and seasonal median (local-agency sites) and average (IMPROVE sites)
optical and particulate matter data.  Data from 1989 through 1996 were included in the calculations.
The column labeled “Number Valid” is the number of years with at least half the possible values
available during the season.  The column labeled “Spearman-R” is the value of the correlation
coefficient, and the column labeled “p-Level” is the probability that the a value as large as the observed
absolute value of the correlation coefficient could have occurred by chance.

Air Basin Season Site Quantity
Number

Valid Spearman R p-Level
Lake County Spring Lakeport bsp 8 -0.024 0.955
Lake County Spring Lakeport COH 8 -0.415 0.307
Lake County Summer Lakeport bsp 8 -0.287 0.490
Lake County Summer Lakeport COH 8 -0.179 0.672
Lake County Fall Lakeport bsp 8 -0.310 0.456
Lake County Fall Lakeport COH 8 -0.366 0.373
Lake County Winter Lakeport bsp 8 -0.595 0.120
Lake County Winter Lakeport COH 8 -0.826 0.011
Lake Tahoe Summer South Lake Tahoe babs 7 -0.750 0.052
Lake Tahoe Summer South Lake Tahoe Calc. bext 7 -0.893 0.007
Lake Tahoe Summer South Lake Tahoe Calc. bsp 7 -0.929 0.003
Lake Tahoe Summer South Lake Tahoe PM2.5 7 -0.857 0.014
Lake Tahoe Summer South Lake Tahoe Nitrate 7 -0.564 0.187
Lake Tahoe Summer South Lake Tahoe Sulfate 7 -0.126 0.788
Lake Tahoe Summer South Lake Tahoe EC+OMC 7 -0.929 0.003
Lake Tahoe Fall South Lake Tahoe babs 7 -0.679 0.094
Lake Tahoe Fall South Lake Tahoe Calc. bext 7 -0.607 0.148
Lake Tahoe Fall South Lake Tahoe Calc. bsp 7 -0.607 0.148
Lake Tahoe Fall South Lake Tahoe PM2.5 7 -0.571 0.180
Lake Tahoe Fall South Lake Tahoe Nitrate 7 -0.321 0.482
Lake Tahoe Fall South Lake Tahoe Sulfate 7 0.107 0.819
Lake Tahoe Fall South Lake Tahoe EC+OMC 7 -0.750 0.052
Mountain Counties Spring Yosemite NP babs 8 -0.714 0.047
Mountain Counties Spring Yosemite NP Calc. bext 8 -0.452 0.260



6200-023-300 September, 1999B-2

Air Basin Season Site Quantity
Number

Valid Spearman R p-Level
Mountain Counties Spring Yosemite NP Calc. bsp 8 -0.452 0.260
Mountain Counties Spring Yosemite NP PM2.5 8 -0.452 0.260
Mountain Counties Spring Yosemite NP Nitrate 8 -0.190 0.651
Mountain Counties Spring Yosemite NP Sulfate 8 -0.429 0.289
Mountain Counties Spring Yosemite NP EC+OMC 8 -0.524 0.183
Mountain Counties Summer Yosemite NP bext 8 -0.333 0.420
Mountain Counties Summer Yosemite NP babs 8 -0.714 0.047
Mountain Counties Summer Yosemite NP Calc. bext 8 -0.095 0.823
Mountain Counties Summer Yosemite NP Calc. bsp 8 0.000 1.000
Mountain Counties Summer Yosemite NP PM2.5 8 -0.048 0.911
Mountain Counties Summer Yosemite NP Nitrate 8 -0.253 0.545
Mountain Counties Summer Yosemite NP Sulfate 8 -0.238 0.570
Mountain Counties Summer Yosemite NP EC+OMC 8 0.333 0.420
Mountain Counties Fall Yosemite NP bext 7 0.500 0.253
Mountain Counties Fall Yosemite NP babs 8 -0.381 0.352
Mountain Counties Fall Yosemite NP Calc. bext 8 0.262 0.531
Mountain Counties Fall Yosemite NP Calc. bsp 8 0.500 0.207
Mountain Counties Fall Yosemite NP PM2.5 8 0.548 0.160
Mountain Counties Fall Yosemite NP Nitrate 8 -0.214 0.610
Mountain Counties Fall Yosemite NP Sulfate 8 -0.135 0.750
Mountain Counties Fall Yosemite NP EC+OMC 8 0.548 0.160
Mountain Counties Winter Yosemite NP babs 8 -0.690 0.058
Mountain Counties Winter Yosemite NP Calc. bext 8 -0.524 0.183
Mountain Counties Winter Yosemite NP Calc. bsp 8 -0.310 0.456
Mountain Counties Winter Yosemite NP PM2.5 8 -0.503 0.204
Mountain Counties Winter Yosemite NP Nitrate 8 -0.405 0.320
Mountain Counties Winter Yosemite NP Sulfate 8 -0.333 0.420
Mountain Counties Winter Yosemite NP EC+OMC 8 0.143 0.736
North Central Coast Spring Pinnacles NM babs 8 -0.190 0.651
North Central Coast Spring Pinnacles NM Calc. bext 8 -0.405 0.320
North Central Coast Spring Pinnacles NM Calc. bsp 8 -0.405 0.320
North Central Coast Spring Pinnacles NM PM2.5 8 0.095 0.823
North Central Coast Spring Pinnacles NM Nitrate 8 -0.586 0.127
North Central Coast Spring Pinnacles NM Sulfate 8 -0.204 0.629
North Central Coast Spring Pinnacles NM EC+OMC 8 0.133 0.754
North Central Coast Summer Pinnacles NM babs 8 -0.714 0.047
North Central Coast Summer Pinnacles NM Calc. bext 8 -0.833 0.010
North Central Coast Summer Pinnacles NM Calc. bsp 8 -0.619 0.102
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Air Basin Season Site Quantity
Number

Valid Spearman R p-Level
North Central Coast Summer Pinnacles NM PM2.5 8 -0.476 0.233
North Central Coast Summer Pinnacles NM Nitrate 8 -0.611 0.108
North Central Coast Summer Pinnacles NM Sulfate 8 -0.252 0.548
North Central Coast Summer Pinnacles NM EC+OMC 8 0.143 0.736
North Central Coast Fall Pinnacles NM babs 8 -0.690 0.058
North Central Coast Fall Pinnacles NM Calc. bext 8 -0.619 0.102
North Central Coast Fall Pinnacles NM Calc. bsp 8 -0.619 0.102
North Central Coast Fall Pinnacles NM PM2.5 8 -0.857 0.007
North Central Coast Fall Pinnacles NM Nitrate 8 -0.619 0.102
North Central Coast Fall Pinnacles NM Sulfate 8 -0.524 0.183
North Central Coast Fall Pinnacles NM EC+OMC 8 -0.619 0.102
North Central Coast Winter Pinnacles NM babs 8 -0.667 0.071
North Central Coast Winter Pinnacles NM Calc. bext 8 -0.857 0.007
North Central Coast Winter Pinnacles NM Calc. bsp 8 -0.786 0.021
North Central Coast Winter Pinnacles NM PM2.5 8 -0.833 0.010
North Central Coast Winter Pinnacles NM Nitrate 8 -0.810 0.015
North Central Coast Winter Pinnacles NM Sulfate 8 -0.747 0.033
North Central Coast Winter Pinnacles NM EC+OMC 8 -0.714 0.047
North Coast Spring Redwood NP babs 8 -0.619 0.102
North Coast Spring Redwood NP Calc. bext 8 -0.643 0.086
North Coast Spring Redwood NP Calc. bsp 8 -0.643 0.086
North Coast Spring Redwood NP PM2.5 8 -0.323 0.435
North Coast Spring Redwood NP Nitrate 8 -0.623 0.099
North Coast Spring Redwood NP Sulfate 8 -0.551 0.157
North Coast Spring Redwood NP EC+OMC 8 -0.619 0.102
North Coast Summer Redwood NP babs 8 -0.786 0.021
North Coast Summer Redwood NP Calc. bext 8 -0.619 0.102
North Coast Summer Redwood NP Calc. bsp 8 -0.452 0.260
North Coast Summer Redwood NP PM2.5 8 0.048 0.911
North Coast Summer Redwood NP Nitrate 8 -0.071 0.867
North Coast Summer Redwood NP Sulfate 8 -0.333 0.420
North Coast Summer Redwood NP EC+OMC 8 -0.857 0.007
North Coast Fall Redwood NP babs 8 -0.738 0.037
North Coast Fall Redwood NP Calc. bext 8 -0.714 0.047
North Coast Fall Redwood NP Calc. bsp 8 -0.357 0.385
North Coast Fall Redwood NP PM2.5 8 -0.619 0.102
North Coast Fall Redwood NP Nitrate 8 -0.048 0.910
North Coast Fall Redwood NP Sulfate 8 -0.381 0.352
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Air Basin Season Site Quantity
Number

Valid Spearman R p-Level
North Coast Fall Redwood NP EC+OMC 8 -0.619 0.102
North Coast Winter Redwood NP babs 8 -0.762 0.028
North Coast Winter Redwood NP Calc. bext 8 -0.524 0.183
North Coast Winter Redwood NP Calc. bsp 8 -0.357 0.385
North Coast Winter Redwood NP PM2.5 8 -0.286 0.493
North Coast Winter Redwood NP Nitrate 8 -0.048 0.910
North Coast Winter Redwood NP Sulfate 8 0.217 0.606
North Coast Winter Redwood NP EC+OMC 8 -0.762 0.028
Northeast Plateau Spring Lassen Volcanic NP babs 8 -0.381 0.352
Northeast Plateau Spring Lassen Volcanic NP Calc. bext 8 -0.214 0.610
Northeast Plateau Spring Lassen Volcanic NP Calc. bsp 8 -0.286 0.493
Northeast Plateau Spring Lassen Volcanic NP PM2.5 8 -0.048 0.911
Northeast Plateau Spring Lassen Volcanic NP Nitrate 8 -0.072 0.866
Northeast Plateau Spring Lassen Volcanic NP Sulfate 8 0.405 0.320
Northeast Plateau Spring Lassen Volcanic NP EC+OMC 8 -0.192 0.649
Northeast Plateau Summer Lassen Volcanic NP babs 7 -0.643 0.119
Northeast Plateau Summer Lassen Volcanic NP Calc. bext 7 -0.107 0.819
Northeast Plateau Summer Lassen Volcanic NP Calc. bsp 7 0.036 0.939
Northeast Plateau Summer Lassen Volcanic NP PM2.5 7 0.036 0.939
Northeast Plateau Summer Lassen Volcanic NP Nitrate 7 0.072 0.878
Northeast Plateau Summer Lassen Volcanic NP Sulfate 7 0.179 0.702
Northeast Plateau Summer Lassen Volcanic NP EC+OMC 7 -0.357 0.432
Northeast Plateau Fall Lassen Volcanic NP babs 7 -0.321 0.482
Northeast Plateau Fall Lassen Volcanic NP Calc. bext 7 -0.321 0.482
Northeast Plateau Fall Lassen Volcanic NP Calc. bsp 7 -0.321 0.482
Northeast Plateau Fall Lassen Volcanic NP PM2.5 7 -0.107 0.819
Northeast Plateau Fall Lassen Volcanic NP Nitrate 7 0.321 0.482
Northeast Plateau Fall Lassen Volcanic NP Sulfate 7 0.306 0.504
Northeast Plateau Fall Lassen Volcanic NP EC+OMC 7 -0.685 0.090
Sacramento Valley Spring Arbuckle bsp 8 0.214 0.610
Sacramento Valley Spring Arbuckle COH 8 0.133 0.754
Sacramento Valley Summer Arbuckle bsp 8 0.262 0.531
Sacramento Valley Summer Arbuckle COH 8 -0.049 0.909
Sacramento Valley Fall Arbuckle bsp 8 0.000 1.000
Sacramento Valley Fall Arbuckle COH 8 -0.310 0.456
Sacramento Valley Winter Arbuckle bsp 8 0.429 0.289
Sacramento Valley Winter Arbuckle COH 8 -0.443 0.272
Sacramento Valley Spring Chico bsp 8 -0.214 0.610
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Air Basin Season Site Quantity
Number

Valid Spearman R p-Level
Sacramento Valley Spring Chico COH 8 0.407 0.317
Sacramento Valley Summer Chico bsp 8 0.228 0.588
Sacramento Valley Summer Chico COH 8 0.361 0.379
Sacramento Valley Fall Chico bsp 8 -0.143 0.736
Sacramento Valley Fall Chico COH 8 -0.133 0.753
Sacramento Valley Winter Chico bsp 8 -0.762 0.028
Sacramento Valley Winter Chico COH 8 -0.571 0.139
Sacramento Valley Spring Colusa bsp 8 0.786 0.021
Sacramento Valley Spring Colusa COH 8 -0.563 0.146
Sacramento Valley Summer Colusa bsp 8 0.881 0.004
Sacramento Valley Summer Colusa COH 8 -0.952 0.000
Sacramento Valley Fall Colusa bsp 7 0.929 0.003
Sacramento Valley Fall Colusa COH 7 -0.750 0.052
Sacramento Valley Winter Colusa bsp 8 0.429 0.289
Sacramento Valley Winter Colusa COH 8 -0.738 0.037
Sacramento Valley Spring Gridley bsp 7 -0.429 0.337
Sacramento Valley Spring Gridley COH 7 0.842 0.017
Sacramento Valley Summer Gridley bsp 7 0.000 1.000
Sacramento Valley Summer Gridley COH 7 -0.214 0.645
Sacramento Valley Fall Gridley bsp 8 -0.743 0.035
Sacramento Valley Fall Gridley COH 8 -0.143 0.736
Sacramento Valley Winter Gridley bsp 7 -0.714 0.071
Sacramento Valley Winter Gridley COH 7 -0.357 0.432
Sacramento Valley Spring Pleasant Grove bsp 8 -0.072 0.866
Sacramento Valley Spring Pleasant Grove COH 8 0.551 0.157
Sacramento Valley Summer Pleasant Grove bsp 8 0.503 0.204
Sacramento Valley Summer Pleasant Grove COH 8 0.762 0.028
Sacramento Valley Fall Pleasant Grove bsp 8 -0.095 0.823
Sacramento Valley Fall Pleasant Grove COH 8 0.714 0.047
Sacramento Valley Winter Pleasant Grove bsp 8 -0.738 0.037
Sacramento Valley Winter Pleasant Grove COH 8 0.072 0.865
Sacramento Valley Spring Yuba City bsp 8 0.810 0.015
Sacramento Valley Spring Yuba City COH 8 0.192 0.649
Sacramento Valley Summer Yuba City bsp 8 0.500 0.207
Sacramento Valley Summer Yuba City COH 8 0.145 0.733
Sacramento Valley Fall Yuba City bsp 7 0.536 0.215
Sacramento Valley Fall Yuba City COH 7 -0.357 0.432
Sacramento Valley Winter Yuba City bsp 8 0.024 0.955
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Sacramento Valley Winter Yuba City COH 8 -0.024 0.955
Salton Sea Spring El Centro PM2.5 7 -0.414 0.355
Salton Sea Spring El Centro Nitrate 7 -0.414 0.355
Salton Sea Spring El Centro Sulfate 7 0.180 0.699
Salton Sea Summer El Centro PM2.5 7 -0.500 0.253
Salton Sea Summer El Centro Nitrate 7 -0.286 0.535
Salton Sea Summer El Centro Sulfate 7 -0.714 0.071
Salton Sea Fall El Centro PM2.5 7 -0.324 0.478
Salton Sea Fall El Centro Nitrate 7 -0.090 0.848
Salton Sea Fall El Centro Sulfate 7 -0.891 0.007
Salton Sea Winter El Centro PM2.5 7 -0.342 0.452
Salton Sea Winter El Centro Nitrate 7 -0.126 0.788
Salton Sea Winter El Centro Sulfate 7 -0.234 0.613
San Francisco Spring Point Reyes NS babs 8 -0.786 0.021
San Francisco Spring Point Reyes NS Calc. bext 8 -0.262 0.531
San Francisco Spring Point Reyes NS Calc. bsp 8 -0.238 0.570
San Francisco Spring Point Reyes NS PM2.5 8 0.214 0.610
San Francisco Spring Point Reyes NS Nitrate 8 -0.108 0.799
San Francisco Spring Point Reyes NS Sulfate 8 0.000 1.000
San Francisco Spring Point Reyes NS EC+OMC 8 -0.190 0.651
San Francisco Summer Point Reyes NS babs 8 -0.762 0.028
San Francisco Summer Point Reyes NS Calc. bext 8 -0.095 0.823
San Francisco Summer Point Reyes NS Calc. bsp 8 0.024 0.955
San Francisco Summer Point Reyes NS PM2.5 8 0.476 0.233
San Francisco Summer Point Reyes NS Nitrate 8 0.262 0.531
San Francisco Summer Point Reyes NS Sulfate 8 0.252 0.548
San Francisco Summer Point Reyes NS EC+OMC 8 0.238 0.570
San Francisco Fall Point Reyes NS babs 8 -0.810 0.015
San Francisco Fall Point Reyes NS Calc. bext 8 -0.810 0.015
San Francisco Fall Point Reyes NS Calc. bsp 8 -0.762 0.028
San Francisco Fall Point Reyes NS PM2.5 8 -0.690 0.058
San Francisco Fall Point Reyes NS Nitrate 8 -0.850 0.007
San Francisco Fall Point Reyes NS Sulfate 8 -0.548 0.160
San Francisco Fall Point Reyes NS EC+OMC 8 -0.707 0.050
San Francisco Winter Point Reyes NS babs 8 -0.214 0.610
San Francisco Winter Point Reyes NS Calc. bext 8 -0.143 0.736
San Francisco Winter Point Reyes NS Calc. bsp 8 -0.143 0.736
San Francisco Winter Point Reyes NS PM2.5 8 -0.143 0.736
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San Francisco Winter Point Reyes NS Nitrate 8 -0.190 0.651
San Francisco Winter Point Reyes NS Sulfate 8 0.347 0.399
San Francisco Winter Point Reyes NS EC+OMC 8 -0.619 0.102
San Francisco Spring San Jose PM2.5 7 -0.883 0.008
San Francisco Summer San Jose PM2.5 7 0.214 0.645
San Francisco Fall San Jose PM2.5 7 -0.491 0.263
San Joaquin Valley Spring Bakersfield PM2.5 8 -0.964 0.000
San Joaquin Valley Spring Bakersfield Nitrate 8 -0.738 0.037
San Joaquin Valley Spring Bakersfield Sulfate 8 -0.762 0.028
San Joaquin Valley Summer Bakersfield PM2.5 8 -0.457 0.255
San Joaquin Valley Summer Bakersfield Nitrate 8 -0.881 0.004
San Joaquin Valley Summer Bakersfield Sulfate 8 -0.743 0.035
San Joaquin Valley Fall Bakersfield PM2.5 8 -0.452 0.260
San Joaquin Valley Fall Bakersfield Nitrate 8 -0.452 0.260
San Joaquin Valley Fall Bakersfield Sulfate 8 -0.929 0.001
San Joaquin Valley Winter Bakersfield PM2.5 7 -0.679 0.094
San Joaquin Valley Winter Bakersfield Nitrate 7 -0.750 0.052
San Joaquin Valley Winter Bakersfield Sulfate 7 -0.757 0.049
San Joaquin Valley Spring Fresno PM2.5 8 -0.743 0.035
San Joaquin Valley Spring Fresno Nitrate 8 -0.095 0.823
San Joaquin Valley Spring Fresno Sulfate 8 -0.699 0.054
San Joaquin Valley Summer Fresno PM2.5 8 0.503 0.204
San Joaquin Valley Summer Fresno Nitrate 8 -0.571 0.139
San Joaquin Valley Summer Fresno Sulfate 8 0.778 0.023
San Joaquin Valley Fall Fresno PM2.5 8 -0.168 0.691
San Joaquin Valley Fall Fresno Nitrate 8 -0.500 0.207
San Joaquin Valley Fall Fresno Sulfate 8 -0.647 0.083
San Joaquin Valley Winter Fresno PM2.5 7 -0.500 0.253
San Joaquin Valley Winter Fresno Nitrate 7 -0.714 0.071
San Joaquin Valley Winter Fresno Sulfate 8 -0.786 0.021
San Joaquin Valley Spring Madera PM2.5 8 -0.667 0.071
San Joaquin Valley Spring Madera Nitrate 7 -0.667 0.102
San Joaquin Valley Spring Madera Sulfate 7 -0.775 0.041
San Joaquin Valley Summer Madera PM2.5 8 -0.246 0.558
San Joaquin Valley Summer Madera Nitrate 7 -0.214 0.645
San Joaquin Valley Summer Madera Sulfate 7 -0.236 0.610
San Joaquin Valley Fall Madera PM2.5 7 -0.607 0.148
San Joaquin Valley Winter Madera PM2.5 7 -0.786 0.036
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San Joaquin Valley Spring Modesto PM2.5 8 0.217 0.606
San Joaquin Valley Spring Modesto Nitrate 8 -0.357 0.385
San Joaquin Valley Spring Modesto Sulfate 8 -0.072 0.866
San Joaquin Valley Summer Modesto PM2.5 8 0.049 0.909
San Joaquin Valley Summer Modesto Nitrate 8 -0.415 0.307
San Joaquin Valley Summer Modesto Sulfate 8 -0.659 0.076
San Joaquin Valley Fall Modesto PM2.5 8 -0.144 0.734
San Joaquin Valley Fall Modesto Nitrate 8 -0.429 0.289
San Joaquin Valley Fall Modesto Sulfate 8 -0.551 0.157
San Joaquin Valley Winter Modesto PM2.5 7 -0.821 0.023
San Joaquin Valley Winter Modesto Nitrate 7 -0.893 0.007
San Joaquin Valley Winter Modesto Sulfate 7 -0.937 0.002
San Joaquin Valley Spring Stockton bsp 8 -0.143 0.736
San Joaquin Valley Spring Stockton COH 8 -0.714 0.047
San Joaquin Valley Spring Stockton PM2.5 8 -0.719 0.045
San Joaquin Valley Spring Stockton Nitrate 8 -0.467 0.243
San Joaquin Valley Spring Stockton Sulfate 8 -0.417 0.304
San Joaquin Valley Summer Stockton bsp 8 0.071 0.867
San Joaquin Valley Summer Stockton COH 8 -0.452 0.260
San Joaquin Valley Summer Stockton PM2.5 8 0.122 0.774
San Joaquin Valley Summer Stockton Nitrate 8 -0.619 0.102
San Joaquin Valley Summer Stockton Sulfate 8 -0.571 0.139
San Joaquin Valley Fall Stockton bsp 8 -0.371 0.365
San Joaquin Valley Fall Stockton COH 8 -0.786 0.021
San Joaquin Valley Fall Stockton PM2.5 7 -0.536 0.215
San Joaquin Valley Fall Stockton Nitrate 7 -0.714 0.071
San Joaquin Valley Fall Stockton Sulfate 7 -0.786 0.036
San Joaquin Valley Winter Stockton bsp 7 -0.536 0.215
San Joaquin Valley Winter Stockton COH 7 -0.679 0.094
San Joaquin Valley Winter Stockton PM2.5 7 -0.857 0.014
San Joaquin Valley Winter Stockton Nitrate 8 -0.571 0.139
San Joaquin Valley Winter Stockton Sulfate 8 -0.826 0.011
San Joaquin Valley Spring Visalia PM2.5 8 -0.898 0.002
San Joaquin Valley Spring Visalia Nitrate 8 -0.361 0.379
San Joaquin Valley Spring Visalia Sulfate 8 -0.914 0.001
San Joaquin Valley Summer Visalia PM2.5 8 0.506 0.201
San Joaquin Valley Summer Visalia Nitrate 8 -0.262 0.531
San Joaquin Valley Summer Visalia Sulfate 8 0.578 0.133
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San Joaquin Valley Fall Visalia PM2.5 8 -0.587 0.126
San Joaquin Valley Fall Visalia Nitrate 8 -0.311 0.453
San Joaquin Valley Fall Visalia Sulfate 8 -0.659 0.076
San Joaquin Valley Winter Visalia PM2.5 8 -0.762 0.028
San Joaquin Valley Winter Visalia Nitrate 8 -0.690 0.058
San Joaquin Valley Winter Visalia Sulfate 7 -0.559 0.192
South Coast Spring Azusa PM2.5 7 -0.464 0.294
South Coast Spring Azusa Nitrate 7 -0.036 0.939
South Coast Spring Azusa Sulfate 7 -0.143 0.760
South Coast Summer Azusa PM2.5 7 -0.821 0.023
South Coast Summer Azusa Nitrate 7 -0.500 0.253
South Coast Summer Azusa Sulfate 7 -0.214 0.645
South Coast Fall Azusa PM2.5 8 -0.455 0.257
South Coast Fall Azusa Nitrate 8 0.310 0.456
South Coast Fall Azusa Sulfate 8 0.048 0.911
South Coast Winter Azusa PM2.5 8 -0.515 0.192
South Coast Winter Azusa Nitrate 8 -0.333 0.420
South Coast Winter Azusa Sulfate 8 -0.240 0.568
South Coast Spring Long Beach PM2.5 8 -0.952 0.000
South Coast Spring Long Beach Nitrate 8 0.405 0.320
South Coast Spring Long Beach Sulfate 8 -0.467 0.243
South Coast Summer Long Beach PM2.5 8 -0.506 0.201
South Coast Summer Long Beach Nitrate 8 0.072 0.866
South Coast Summer Long Beach Sulfate 8 -0.143 0.736
South Coast Fall Long Beach PM2.5 7 -0.450 0.310
South Coast Winter Long Beach PM2.5 8 -0.929 0.001
South Coast Winter Long Beach Nitrate 8 -0.881 0.004
South Coast Winter Long Beach Sulfate 8 -0.491 0.217
South Coast Spring Riverside PM2.5 8 -0.190 0.651
South Coast Spring Riverside Nitrate 8 0.071 0.867
South Coast Spring Riverside Sulfate 8 -0.407 0.317
South Coast Summer Riverside PM2.5 8 -0.310 0.456
South Coast Summer Riverside Nitrate 8 -0.690 0.058
South Coast Summer Riverside Sulfate 8 -0.169 0.690
South Coast Fall Riverside PM2.5 7 -0.414 0.355
South Coast Fall Riverside Nitrate 8 -0.024 0.955
South Coast Fall Riverside Sulfate 8 -0.500 0.207
South Coast Winter Riverside PM2.5 8 -0.333 0.420
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South Coast Winter Riverside Nitrate 7 -0.607 0.148
South Coast Winter Riverside Sulfate 8 -0.395 0.333
South Coast Spring San Gorgonio WA babs 8 -0.833 0.010
South Coast Spring San Gorgonio WA Calc. bext 8 -0.786 0.021
South Coast Spring San Gorgonio WA Calc. bsp 8 -0.714 0.047
South Coast Spring San Gorgonio WA PM2.5 8 -0.762 0.028
South Coast Spring San Gorgonio WA Nitrate 8 -0.762 0.028
South Coast Spring San Gorgonio WA Sulfate 8 -0.476 0.233
South Coast Spring San Gorgonio WA EC+OMC 8 -0.714 0.047
South Coast Summer San Gorgonio WA bext 7 -0.429 0.337
South Coast Fall San Gorgonio WA babs 7 -0.750 0.052
South Coast Fall San Gorgonio WA Calc. bext 7 -0.750 0.052
South Coast Fall San Gorgonio WA Calc. bsp 7 -0.750 0.052
South Coast Fall San Gorgonio WA PM2.5 7 -0.750 0.052
South Coast Fall San Gorgonio WA Nitrate 7 -0.775 0.041
South Coast Fall San Gorgonio WA Sulfate 7 -0.143 0.760
South Coast Fall San Gorgonio WA EC+OMC 7 -0.643 0.119
South Coast Winter San Gorgonio WA babs 7 -0.643 0.119
South Coast Winter San Gorgonio WA Calc. bext 7 -0.143 0.760
South Coast Winter San Gorgonio WA Calc. bsp 7 -0.107 0.819
South Coast Winter San Gorgonio WA PM2.5 7 -0.143 0.760
South Coast Winter San Gorgonio WA Nitrate 7 -0.107 0.819
South Coast Winter San Gorgonio WA Sulfate 7 0.255 0.582
South Coast Winter San Gorgonio WA EC+OMC 7 -0.613 0.144
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1.  INTRODUCTION

Reactive plume models are often used to estimate the local or short- to medium-range

(i.e., up to a few hundred km) impacts of power plants or smelters on air quality.  Issues

of interest typically include ozone and particulate matter concentrations above the

National Ambient Air Quality Standards (NAAQS), visibility degradation, and acid

deposition.  For example, the second-generation Reactive and Optics Model of Emissions

(ROME; Seigneur et al., 1997) has been recently applied to examine the impacts of

power plants on visibility in the Dallas-Fort Worth area (Seigneur et al., 1999) and the

Grand Canyon (Karamchandani et al., 1998).  Examples of other plume models include

the first-generation Reactive Plume Model (RPM; Stewart and Liu, 1981) and

PLMSTAR model (Godden and Lurmann, 1983), and the CALPUFF model (Scire et al.,

1997; Vimont, 1998).

All the currently available reactive plume models, including those mentioned above, have

some shortcomings either in their treatment of physical phenomena, or in their treatment

of chemical processes.  For example, most models employ a simplified treatment of

plume dispersion processes, and important physical phenomena, such as the effect of

wind shear on plume dispersion and the effect of plume overlaps (e.g., under conditions

of reversal flow or merging of adjacent plumes), are not (or poorly) represented by these

models.  None of the models includes a treatment of the effect of atmospheric turbulence

on nonlinear chemical kinetics.

The newer second-generation models, such as ROME and CALPUFF, attempt to address

some of these shortcomings.  For example, ROME incorporates an advanced treatment of

plume dispersion based on a second-order closure algorithm (Sykes and Gabruk, 1997),

that has been found to provide better agreement with field measurements of power plant

plumes than first-order closure and Pasquill-Gifford-Turner algorithms (Gabruk et al.,

1999; Seigneur et al., 1999).  ROME also has a fairly complete and comprehensive

treatment of the processes governing the chemistry of power plant plumes, including gas-

phase chemistry, liquid-phase chemistry, gas-particle thermodynamic equilibrium and

aerosol particle dynamics.  However, ROME does not account for wind shear effects.
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This can be a serious limitation when applying the model for relatively long transport

distances.  On the other hand, the CALPUFF model is a non-steady-state puff dispersion

model that uses a puff-splitting algorithm to account for vertical wind shear.  However,

its treatment of chemistry is highly simplified.  Moreover, CALPUFF includes a

relatively simple treatment of dispersion (first-order closure) compared to second-order

schemes that have been demonstrated to be more realistic (e.g., Gabruk et al., 1999;

Seigneur et al., 1999).

More realistic puff dispersion models have been developed as a part of EPRI and Defense

Threat Reduction Agency work over the last few years.  The Second-order Closure

Integrated Puff model, SCIPUFF, is a state-of-the-science Lagrangian transport and

diffusion model for atmospheric dispersion applications. The model uses a collection of

three-dimensional Gaussian puffs to represent an arbitrary time-dependent concentration

field.  Second-order turbulence closure is used to parameterize turbulent diffusion in the

model, providing a direct connection between measurable velocity statistics and the

predicted dispersion rates.  This allows an accurate treatment of dispersion and the

influence of turbulence on chemical rates.  The model also incorporates generalized puff

splitting/merging algorithms to account for wind shear effects and describe multiple

sources.  The model has recently been enhanced to incorporate detailed gas-phase

chemistry mechanisms.  The combined puff-chemistry model, referred to as SCICHEM,

was recently evaluated using data from the 1995 Southern Oxidants Study (SOS)

Nashville/Middle Tennessee Ozone Study (Karamchandani et al., 1999).

Prior to this study, SCICHEM lacked a treatment of chemical transformations in the

aqueous phase.  This can be a serious shortcoming since a significant amount of chemical

conversion can occur in cloud or fog droplets.  For example, the application of ROME to

the Dallas-Fort Worth region showed that aqueous conversion played an important role in

converting power plant SO2 emissions to sulfate.  SCICHEM also did not include a

treatment of thermodynamic partitioning of species such as nitrate between the gas (nitric

acid) and particle (e.g., ammonium nitrate) phases.  Because of the different removal

rates of these species from the atmosphere, this limitation can introduce errors under

conditions where a significant fraction of the nitrate is present in the particle phase.
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 Before SCICHEM could be generally applied to study the impacts of NOx and SO2

emissions from existing and proposed plants for research and policy-relevant

applications, it  was necessary to correct these deficiencies.  In the study described in this

report, we have added capabilities to SCICHEM to simulate liquid-phase chemistry and

gas-particle thermodynamic equilibrium.  We used existing modules for aqueous-phase

chemistry and aerosol thermodynamics and incorporated them in SCICHEM.  The

enhanced model was then tested for a range of conditions to determine if model results

were physically and chemically consistent.  The following sections describe: our rationale

for selecting the modules that were implemented; details of the implementation; results

from model testing; and recommendations for additional improvements and testing.
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2.  SELECTION OF MODULES

The guiding principle for selection of the SCICHEM aerosol thermodynamic module and

aqueous-phase chemistry module was that they should be readily available and have

state-of-the-science representation of the relevant processes.  This is consistent with the

treatment of the other governing physical and chemical processes in the model, such as

dispersion and gas-phase chemistry.

2.1  Selection of the Aerosol Thermodynamic Model

The objective was to identify an aerosol thermodynamic module that could be used to

estimate the equilibrium phase distribution of sulfuric acid, sulfate, nitric acid, nitrate,

ammonia, ammonium, sodium, chloride, and hydrochloric acid for a single aerosol size

section.  Several recent studies have inter-compared and evaluated aerosol

thermodynamic modules (Kumar et al., 1998; Ansari and Pandis, 1999; Zhang et al.,

1999).  The results of these studies were used to guide the selection of a module for

SCICHEM.

Zhang et al. (1999) conducted a comprehensive quantitative evaluation of five

thermodynamic equilibrium modules that are currently used in three-dimensional air

quality particulate matter (PM) models.  The five modules that were tested by Zhang et

al. (1999) include MARS-A (Binkowski and Shankar, 1995), SEQUILIB (Pilinis and

Seinfeld, 1987), SCAPE2 (Meng et al., 1995), EQUISOLV II (Jacobson, 1999) and

AIM2 (Clegg et al., 1998a; 1998b).  Zhang et al. (1999) concluded that the SCAPE2 and

EQUISOLV II modules contained a state-of-the-science representation of aerosol

chemistry and thermodynamics and were applicable for a wide range of conditions.  The

SCAPE2 software is publicly available, whereas EQUISOLV is copyrighted.  The

simpler MARS-A module has a limited range of applicability, and the version of

SEQUILIB tested was unstable or gave abnormal results for many conditions.  Although
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the AIM2 module also has a comprehensive treatment of the relevant processes, it cannot

simulate alkaline systems.

Kumar et al. (1998) intercompared three aerosol thermodynamic modules, SCAPE2,

ISORROPIA (Nenes et al., 1999), and SEQUILIB 2.1, against reference numerical

solutions obtained by pure minimization of the Gibbs Free Energy (GFEM) in the aerosol

thermodynamic system (i.e., a gold standard).  They found that all three modules

compared well against the reference solutions and that ISORROPIA was numerically

much faster than the other schemes under most conditions.  The modules were also

compared against gas/aerosol ambient concentration data obtained in the California’s San

Joaquin Valley in winter.  Overall, both SCAPE2 and ISORROPIA compared well

against the observations. However, SCAPE2 includes thermodynamic data for carbonate,

calcium, potassium, and manganese, which are not included in the other modules.  There

was marginal evidence that inclusion of these extra species improved the performance of

SCAPE2 compared to ISORROPIA in the San Joaquin Valley applications.

Ansari and Pandis (1999) extended the comparative evaluation of SCAPE2,

ISORROPIA, SEQUILIB, and GFEM to a large number of simulation cases.  Their

conclusions were qualitatively consistent with those of Zhang et al. (1999) and Kumar et

al. (1998).

Based on the reviews summarized above, SCAPE2 offers a comprehensive treatment of

gas/particle chemical composition and thermodynamics, good accuracy, reasonable

computational efficiency, and no copyright restrictions.  Therefore, we selected SCAPE2

for incorporation into SCICHEM.

2.2  Selection of the Aqueous-Phase Chemistry Module

The requirements for the aqueous-phase chemistry module were that it should be readily

available in a package with a robust numerical solver and that it should provide a

relatively complete representation of the aqueous sulfur chemistry and the chemistry of

the compounds that affect the sulfur chemistry.  Because the solubility of SO2 and the
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oxidation rates of dissolved SO2 depend on the acidity of the liquid, the selected aqueous

chemistry mechanism needs to include a fairly long list of species that can affect the

acidity of atmospheric droplets.  Based on these specifications, the following four

aqueous-phase chemical mechanisms were considered in our review:

•  CMU Mechanism (Strader et al., 1998),

•  MaTChM Mechanism (Zhang et al., 1998)

•  ROME Mechanism (Seigneur and Saxena, 1988)

•  RADM-II Mechanism (Walcek and Taylor, 1986)

All of the mechanisms are designed for estimation of sulfate production from SO2 in

atmospheric liquid water and include the three dominant pathways for S(IV) oxidation:

hydrogen peroxide, ozone, and oxygen catalyzed by iron and manganese.

The CMU and MaTChM mechanisms incorporate the highest level of chemical detail and

are very similar.  The CMU mechanism includes 17 gas-aqueous equilibrium reactions,

18 aqueous equilibrium reactions, and 99 aqueous-phase kinetic reactions among 18 gas-

phase species and 28 aqueous-phase species.  The CMU mechanism is an updated version

of the Pandis and Seinfeld (1989) mechanism.  Zhang et al. (1998) compared the

MaTChM mechanism to the Pandis and Seinfeld (1989) mechanism and found several

missing reactions and outdated rate constants in the latter.  The CMU mechanism of

Strader et al. (1998) includes the updates recommended by Zhang et al. (1998).  Thus,

these two mechanisms are essentially equivalent.

The ROME mechanism is less detailed than the first two mechanisms.  It incorporates the

principal reactions controlling aqueous-phase sulfate formation in most circumstances

and includes some updated reaction rates from those reported by Seigneur and Saxena

(1988).  It is probably a good choice for an alternate, more condensed mechanism for

SCICHEM, but not for the primary mechanism.  The RADM-II mechanism, which is also

used in the SAQM, MAQSIP, and CMAQ/Models-3 three-dimensional air quality

models, is the least detailed of the mechanisms.  The RADM-II mechanism was
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developed at a time when computers required representation of the chemistry with

absolutely the fewest number of species.  For example, it does not include chlorine

chemistry, or organic acids that can be important in less polluted environments.  The lack

of chemical detail makes this mechanism undesirable for SCICHEM.

The CMU and MaTChM mechanisms are well suited for use in SCICHEM.  We have run

the CMU mechanism using the software module developed by Strader et al. (1998).  We

did not obtain or test the MaTChM model software.  Strader et al. (1998) tested 7

numerical solvers and found the VODE solver to be the fastest for a range of conditions.

The MaTChm model uses the LSODE solver that Strader et al. (1998) found to be three

times slower than VODE.  Strader et al. (1998) also tried to identify the minimum

number of species that needed to be integrated in the module to increase the

computational efficiency.  We believe that the CMU module is computationally more

efficient than the MaTChM module, but have not actually performed side-by-side

comparisons of the two modules.  Given that the mechanisms in the CMU and MaTChM

modules are similar, and that the CMU implementation appears to be more efficient, we

selected the CMU module for implementation in SCICHEM.

A detailed description of the CMU aqueous-phase mechanism is provided in Seinfeld and

Pandis (1998) and Strader et al. (1998).  The scope of the mechanism is summarized in

the following tables.

•  Table 2-1 lists the aqueous-phase and gas-phase species, along with their treatment, in

the CMU module.

•  Table 2-2 lists the Henry’s law constants for the gaseous species considered in the

CMU module.

•  Table 2-3 lists the aqueous-phase dissociation or equilibrium reactions included in the

CMU mechanism.

•  Table 2-4 lists the aqueous-phase kinetic reactions included in the CMU mechanism.

These are separated into the oxygen-hydrogen reactions, the carbonate reactions, the
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chlorine reactions, the nitrite and nitrate reactions, the organic reactions, and the

sulfur reactions.

The mechanism was implemented with options for controlling what aqueous-phase

chemistry is actually used in a particular simulation.  While the aqueous-phase

mechanism is virtually imbedded in the code, rather than read-in from the input files, the

SCICHEM implementation allows the user to include or ignore (1) the chlorine

chemistry, and (2) the iron and manganese catalyst oxidation of dissolved SO2.  These

options are provided because these portions of the chemistry often have only small

effects on the results and sometimes present very stiff numerical conditions that use

significant amounts of computer time.  In general, however, we recommend that the full

aqueous-phase chemical mechanism be used for reactive plume simulations.
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Table 2-1. Species included in the aqueous-phase chemistry module.

Aqueous-Phase
Species

Treatment Gas-Phase Species Treatment

S(IV) Dynamic SO2 Dynamic
S(VI) Dynamic H2SO4 Dissolution
N(III) Henry’s law HNO2 Henry’s law
N(V) Dynamic HNO3 Dissolution
CO2 Henry’s law CO2 Constant
H2O2 Dynamic H2O2 Dynamic

HCHO Dynamic HCHO Henry’s law
HCOOH Dynamic HCOOH Henry’s law

NO Constant NO Constant
NO2 Constant NO2 Constant
O3 Constant O3 Constant

PAN Constant PAN Constant
HCl Dynamic HCl Dissolution
OH Steady-state OH Steady-state
HO2 Steady-state HO2 Steady-state
NO3 Steady-state NO3 Steady-state
NH3 Dynamic NH3 Dynamic

CH3O2 Constant CH3O2 Constant
SO4

- Steady-state
SO5

- Steady-state
HSO5

- Dynamic
HMSA Dynamic
CO3

- Steady-state
Na+ Constant
Fe3+ Constant
Mn2+ Constant
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Table 2-2. Henry’s law constants for the gaseous species considered in the
aqueous-phase chemistry module.

Gas-Phase Speciesa
Henry’s Law Constant
(M atm-1, at 298 K)b

SO2 1.23
HNO2 49
HNO3 2.1 x 105

CO2 3.4 x 10-2

H2O2 7.5 x 104

HCHOc 2.5
HCOOH 3.6 x 103

NO 1.9 x 10-3

NO2 1.0 x 10-2

O3 1.1 x 10-2

PAN 2.9
HCl 727
OH 25
HO2 2.0 x 103

NO3 2.1 x 105

NH3 62
CH3O2

d 6
a The values given reflect only the physical solubility of the gas

regardless of the subsequent fate of the dissolved species.  The above
constants do not account for dissociation or other aqueous-phase
transformations.  See Table 2-3 for the dissociation reactions.

b For data on the temperature dependence of these constants, see
Pandis and Seinfeld (1989).

c Formaldehyde, upon dissolution in water, undergoes hydrolysis to
yield the gem-diol, methylene glycol.

HCHO (aq) + H2O ↔ H2C(OH)2 (aq)
If this reaction is included, the effective Henry’s law constant of
formaldehyde becomes 6.3 x 103 (Seinfeld and Pandis, 1998).  The
mechanism implemented here includes the effect of this reaction.

d For the SAPRC98 chemical mechanism, the total alkyl peroxy
radicals (RO2) can be used as an upper-limit estimate of CH3O2.  For
the CB-IV mechanism, the CH3O2 concentration is estimated as the
sum of the XO2 and TO2 radicals.
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Table 2-3. Equilibrium reactions included in the aqueous-phase chemical
mechanism.

Equilibrium Reaction
aatmM

orMK

)

(
1

298

−
( )KRH /∆−

Reference
+− +↔⋅ HHSOOHSO 322 1.3 x 10-2 1960 Smith and Martell

(1976)
+−− +↔ HSOHSO 2

33 6.6 x 10-8 1500 Smith and Martell
(1976)

+− +↔ HHSOaqSOH 442 )( 1000 Perrin (1982)
+−− +↔ HSOHSO 2

44 1.02 x 10-2 2720 Smith and Martell
(1976)

+− +↔ HHOaqOH 222 )( 2.2 x 10-12 -3730 Smith and Martell
(1976)

+− +↔ HNOaqHNO 33 )( 15.4 8700b Schwartz (1984)
+− +↔ HNOaqHNO 22 )( 5.1 x 10-4 -1260 Schwartz and White

(1981)
+− +↔⋅ HHCOOHCO 322 4.3 x 10-7 -1000 Smith and Martell

(1976)
+−− +↔ HCOHCO 2

33 4.68 x 10-11 -1760 Smith and Martell
(1976)

−+ +↔ OHNHOHNH 44 1.7 x 10-5 -450 Smith and Martell
(1976)

−+ +↔ OHHOH 2 1.0 X 10-14 -6710 Smith and Martell
(1976)

( ) ( ) ( )aqOHCHaqHCHO
OH

22

2

↔ 2.53 x 103 4020 Le Hanaf (1968)

( ) +− +↔ HHCOOaqHCOOH 1.8 x 10-4 -20 Martell and Smith
(1977)

( ) −+ +↔ ClHaqHCl 1.74 x 106 6900 Marsh and McElroy
(1985)

−− +↔ ClClCl2 5.26 x 10-6 Jayson et al. (1973)
( ) ( )aqNOgNO 33 ↔ 2.1 x 105 8700 Jacob (1986)
( ) −+ +↔ 22 OHaqHO 3.50 X 10-5 Perrin (1982)

+−−− +↔ HSOOCHSOHOCH 3232 2.00 x 10-12 Sorensen and
Anderson (1970)

a The temperature dependence is represented by












 −∆−=

298
11exp298 TR

HKK

where K is the equilibrium constant at temperature T (in K).
b Value for equilibrium:  ( ) .33

+− +↔ HNOgHNO
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Table 2-4. Kinetic reactions included in the aqueous-phase chemical
mechanism.

Oxygen-Hydrogen Chemistry

Reaction
ak298 ( )KRE /−

1. OHOH
hv

222 → e

2. 222

,

3

2

OOHO
OHhv

+→ e

3. 222 OOHHOOH +→+ 9100.7 × -1500

4. 22 OOHOOH +→+ −− 10100.1 × -1500

5. 2222 HOOHOHOH +→+ 7107.2 × -1700

6. 22222 OOHHOHO +→+ 5106.8 × -2365

7. −− ++→+ OHOOHOHO
OH

22222

2
8100.1 × -1500

8. −−− ++→+ OHOOHOO
OH

2222

2

22

2

<0.3

9. OHOOHOHHO 22222 ++→+ 0.5

10. −− ++→+ OHOOHOHO 2222 0.13

11. 223 OHOOOH +→+ 9102 ×

12. 232 2 OOHOHO +→+ 4101×<

13.
−− ++→+ OHOOHOO

OH

232 2
2

9105.1 × -1500

14.
−− ++→+ OHOOHOOH

OH

2223

2

70

15. 2232 OOOHOHO ++→+ −− 6108.2 × -2500

16. 22322 2 OOHOOH +→+ [ ] 5.0
3

3108.7 −−× O
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Table 2-4. Kinetic reactions included in the aqueous-phase chemical
mechanism (continued).

Carbonate Chemistry
Reaction 298k ( )KRE /−

17.
−− +→+ 323 COOHOHHCO 7105.1 × -1910

18.
−−−− +→+ 3223 COHOOHCO 6105.1 × 0

19.
−−−− ++→+ OHOHCOOCO

OH

2323

2
8100.4 × -1500

20.
−− +→+ 32223 HCOHOOHCO 5100.8 × -2820

Chlorine Chemistry
Reaction 298k ( )KRE /−

21. −− →+ ClOHOHCl 9103.4 × -1500

22. OHClClOH +→ −− 9101.6 × 0

23. OHClClOH
H

2+→
+

− [ ]+× H10101.2 0

24. +− +→ HClOHCl
OH 2

3103.1 × 0

25. +−− ++→+ HOClClHO 222 2 9105.4 × -1500

26. 222 2 OClClO +→+ −−− 9100.1 × -1500

27. +− ++→+ HOClClHO 22
9101.3 × -1500

28. +−− ++→+ HHOClClOH 2222 2 5104.1 × -3370

29. +− ++→+ HHOClClOH 222
7105.4 × 0

30. OHClClOH +→+ −−− 22
6103.7 × -2160
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Table 2-4. Kinetic reactions included in the aqueous-phase chemical
mechanism (continued).

Nitrite and Nitrate Chemistry
Reaction 298k ( )KRE /−

31. +− +→+ HNONONO
OH

22 22

2
8100.2 × -1500

32.
+−− ++→+ HNONONONO

OH

23222

2
8100.1 × -1500

33. +− +→+ HNOOHNO 2
10100.2 × -1500

34.
+− +→+ HNOOHNO 32

9103.1 × -1500

35. OHNOHNO
hv

+→2
e

36. −− ++→ OHOHNONO
OHhv 2,

2
e

37. OHNOOHHNO 222 +→+ 9100.1 × -1500

38. −− +→+ OHNOOHNO 22
10100.1 × -1500

39. OHHNOOHHNO
H

23222 2 ++→+ +−
+

[ ]+× H3103.6 -6693

40. 2332 ONOONO +→+ −− 5100.5 × -6950

41.
−−− +→+ 2

3232 CONOCONO 5100.4 × 0

42. −−− +→+ ClNOClNO 2222
8105.2 × -1500

43.
−− +→+ 3232 NONONONO 9102.1 × -1500

44.
−− ++→ OHOHNONO

OHhv

2

,

3

2
e

45. 23 ONONO
hv

+→ e

46. 2323 OHNOHONO ++→+ +− 9105.4 × -1500

47. 2323 ONOONO +→+ −− 9100.1 × -1500

48. 23223 HOHNOOHNO ++→+ +− 6100.1 × -2800

49. ClNOClNO +→+ −−
33

8100.1 × -1500
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Table 2-4. Kinetic reactions included in the aqueous-phase chemical
mechanism (continued).

Organic Chemistry
Reaction 298k ( )KRE /−

50. ( ) OHHOHCOOHOHOHCH
O

2222

2

++→+ 9100.2 × -1500

51. ( ) ProductsOOHCH →+ 322 0.1 0

52. OHHOCOOHHCOOH
O

222

2

++→+ 8100.2 × -1500

53. OHProductOHHCOOH 222 +→+ 6106.4 −× -5180

54. 2233

2

HOCOHNONOHCOOH
O

+++→+ +− 5101.2 × -3200

55. OHHOCOOHCOOH ++→+ 223 5.0 0

56. +−− +++→+ HClHOCOClHCOOH
O

2222

2
3107.6 × -4300

57. −− ++→+ OHHOCOOHHCOO
O

22

2
9105.2 × -1500

58.
−− ++→+ 223 OHOHCOOHCOO 100.0 0

59. 2233

2

HOCONONOHCOO
O

++→+ −− 7100.6 × -1500

60.
−−−− +++→+ OHHOHCOCOCOHCOO

OHO

232

,

3

22
5101.1 × -3400

61. −−− ++→+ ClHOCOClHCOO
O

2222

2
6109.1 × -2600

62. ( ) ProductsNONOOOCCH +→ −
3223

4100.4 −× 0

63. 23223 OOOHCHHOOCH +→+ 5103.4 × -3000

64.
−− ++→+ OHOOOHCHOOCH

OH

23223

2
7100.5 × -1600
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Table 2-4. Kinetic reactions included in the aqueous-phase chemical
mechanism (continued).

Sulfur Chemistry
Reaction 298k ( )KRE /−

65.b ( ) ( ) 23 OIVSOIVS +→+ 4104.2 ×
5107.3 ×
9105.1 ×

-5530
-5280

66.b ( ) ( ) OHIVSOHIVS 222 +→+ 7105.7 × -4430

67.b ( ) ( )IVSOIVS
FeMn ++

→+
32 ,

22
1

(Complex
expression from

Martin et al., 1991)

68.
−−− +→+ OHSOOHSO

O

5
2
3

2
9102.5 × -1500

69. OHSOOHHSO
O

253

2

+→+ −− 9105.4 × -1500
70. −−−− +→+ 55

,

35

22

SOHSOHSOSO
OHO

−−−−− ++→+ OHSOHSOSOSO
O

55
2
35

2

4105.2 ×

4105.2 ×

-3100

-2000

71. 2525

2

OOHHSOOSO
OH

++→+ −−−− 8100.1 × -1500

72. 2255

2

HOCOHSOHCOOHSO
O

++→+ −−
200 -5300

73.
−−−− ++→+ 2255

2

OCOHSOHCOOSO
O

4104.1 × -4000

74. 2455 2 OSOSOSO +→+ −−− 8100.6 × -1500

75.
+−+−− +→++ HSOHHSOHSO 32 2

435
6101.7 × -3100

76. OHSOOHHSO 255 +→+ −− 7107.1 × -1900

77.
+−−−− ++→+ HSOSOSOHSO 2

5545
5100.1 ×< 0

78.
−−−− +→+ 3425 NOHSONOHSO 0.31 -6650

79. ProductSOClHSO +→+ −−− 2
45

3108.1 −× -7050

80.
−+−−− ++→+ 5

2
434

2

SOHSOHSOSO
O

9103.1 × -1500

81.
−−−− +→+ 5

2
4

2
34

2

SOSOSOSO
O

8103.5 × -1500

82. 2
2
424 OHSOHOSO ++→+ +−− 9100.5 × -1500

83. 2
2
424 OSOOSO +→+ −−− 9100.5 × -1500
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Table 2-4. Kinetic reactions included in the aqueous-phase chemical
mechanism (continued).

Sulfur Chemistry (continued)
Reaction 298k ( )KRE /−

84. OHSOOHSO +→+ −−− 2
44

7100.8 × -1500

85. 2
2
4224 HOHSOOHSO ++→+ +−− 7102.1 × -2000

86. 2
2
424 NOSONOSO +→+ −−− 8108.8 × -1500

87.
−+−−− ++→+ 3

2
434 COHSOHCOSO 6101.9 × -2100

88. 22
2
44

2

HOCOSOHCOOSO
O

++→+ −−− 8107.1 × -1500

89. ClSOClSO +→+ −−− 2
44

8100.2 × -1500

90. 22
2
44

2

HOCOHSOHCOOHSO
O

+++→+ +−− 6104.1 × -2700

91.b ( ) ( ) ( )VISNOOOCCHIVS →+ 223
3107.6 −× 0

92. ( ) ( ) OHVISHOIVS +→+ 2

( ) ( ) −− ++→+ OHOHVISOIVS
OH2

2

6100.1 ×

5100.1 ×

0

0

93.
−−+−− +++→+ 33333 SOSOHNONOHSO 8100.1 × 0

94.
−+−− ++→+ 2

2
432 232

2

NOHSOHSONO
OH

6100.2 × 0

95a.c ( ) ( ) ( ) ProductIVSIIINIVS +→+ 2104.1 × 0

95b.d ProductOHNOHSO +→+ −−−
233 3108.4 × -6100

96. −− →+ 323 SOHOCHHSOHCHO
−−− +→+ OHSOHOCHSOHCHO

OH

32
2
3

2

2109.7 ×

7105.2 ×

-4900

-1800

97. OHHCHOSOOHSOHOCH 2
2
332 ++→+ −−− 3106.3 × -4500

98. OHHCHOSOOHSOHOCH
O

2532

2

++→+ −− 8106.2 × -1500
99. +−−−− ++→+ HClSOClHSO

O

2523

2

−−−− +→+ ClSOClSO
O

252
2
3

2

8104.3 ×

8104.3 ×

-1500

-1500
a In appropriate units of M and s-1.
b Reaction with “nonelementary” rate expression; see Seinfeld and Pandis (1998) for expressions.
c For pH <= 3.
d For pH > 3.
e Solar radiation dependent.
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3. IMPLEMENTATION OF MODULES

This section describes the interface routines that were developed, and the modifications

that were made to SCICHEM and the aerosol equilibrium and aqueous-phase chemistry

modules to accommodate these modules within the SCICHEM framework.  To ensure

that the implementation was correct, we compared results from simulations performed

with the modules inside SCICHEM with results from the stand-alone versions of the

modules.

3.1 Development of Interfaces

The interfaces that were added consist of initialization routines and driver routines for

both the aerosol thermodynamics and aqueous-phase chemistry modules.  The

initialization routines are used to set up species pointers and cross-referencing arrays and

are called at the beginning of a SCICHEM simulation.  The driver routines handle the

transformation of information between SCICHEM and the modules and are called at

every simulation time step.  These routines perform any conversions required between

the variables carried in SCICHEM and the variables required by the modules.

The aerosol driver routine transmits the following information from SCICHEM to the

aerosol equilibrium (SCAPE2) module:

•  Total sulfate (particulate sulfate + newly formed gas-phase sulfuric acid)

concentration,

•  Total nitrate (particulate nitrate + nitric acid) concentration,

•  Total ammonia (particulate ammonium + ammonia) concentration,

•  Total chloride (particulate chloride + hydrogen chloride) concentration,

•  Particulate sodium, potassium, calcium, and magnesium concentration,

•  Carbon dioxide concentration,
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•  Cloud size; and

•  Temperature and relative humidity.

SCAPE2 returns the following information to SCICHEM via the driver routine:

•  Final particulate sulfate concentration (gas-phase sulfuric acid is set to zero),

•  Final particulate nitrate and gas-phase nitric acid concentrations,

•  Final particulate ammonium and gas-phase ammonia concentrations,

•  Final particulate chloride and gas-phase hydrogen chloride concentrations,

•  Particulate water concentration,

•  Aerosol density; and

•  Aerosol acidity

The aqueous-phase chemistry driver routine transfers the following information from

SCICHEM to the chemistry module:

•  Time step for chemistry calculations.

•  Temperature, pressure, liquid water content, precipitation rate, NO2 photolysis rate.

•  Gas-phase concentrations of sulfur dioxide, ammonia, nitric acid, hydrogen chloride,

hydrogen peroxide, formaldehyde, formic acid, nitrous acid, ozone, nitric oxide,

nitrogen dioxide, PAN, and carbon dioxide.

•  Gas-phase concentrations of radicals such as OH, HO2, NO3, and CH3O2 (aqueous-

phase radical chemistry is performed during the day, as determined by the NO2

photolysis rate).

•  Concentrations of particulate sulfate, nitrate, ammonium, sodium, chloride, and

crustal material for each aerosol particle size section.  The concentrations of iron and

manganese, the trace metals that catalyze the aqueous-phase oxidation of SO2 by

oxygen to sulfate, are proportional to the crustal material concentration.
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At the end of the aqueous-phase chemistry time step, the following information is

returned to SCICHEM from the aqueous driver routine:

•  Final gas-phase concentrations of sulfur dioxide, ammonia, nitric acid, hydrogen

chloride, hydrogen peroxide, formaldehyde, formic acid, nitrous acid, ozone, nitric

oxide, nitrogen dioxide and PAN.  Note that relatively insoluble species (such as

ozone or nitric oxide) are treated as constant during the aqueous-phase chemistry

calculations.  Thus, their final concentrations are the same as their initial

concentrations.

•  Final concentrations of particulate sulfate, nitrate, ammonium, sodium, chloride, and

crustal material for each aerosol particle size section.

•  Effective deposition velocities for wet removal of soluble gaseous species such as

SO2, H2O2, and formaldehyde.

3.2 Modifications to SCICHEM and the Aerosol Equilibrium and
Aqueous Chemistry Modules

In order to implement the aerosol equilibrium and aqueous-phase chemistry modules

within SCICHEM, additional variables were added to the SCICHEM input files,

including the multicomponent input file (ProjectName.IMC, referred to as the IMC file

hereafter) and the meteorological data files.  Flags were added to the IMC file to specify

whether or not aerosol thermodynamics or aqueous chemistry should be simulated.  A

section was added to the IMC file to specify several parameters that are used in the

aqueous-phase module.  Other changes to the IMC file include the specification of

aerosol particle parameters such as the aerosol particle density, the number of aerosol

particle size sections, and the section boundaries.  The various size sections are combined

for the aerosol equilibrium calculation, but are treated separately in other calculations,

such as in the aqueous chemistry module and the washout and deposition calculations.

Note that although the code is generalized to handle multiple aerosol particle size

sections, only one size section is currently allowed (by setting the maximum number of

size sections to one in a single PARAMETER statement).  The generalized code is
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intended to provide the framework for future model improvement (i.e., addition of

modules to SCICHEM to simulate aerosol particle dynamics and growth).

The new meteorological variables that were added include two-dimensional fractional

cloud cover, two-dimensional liquid precipitation rate, and three-dimensional cloud

liquid water content.  Like the other meteorological variables in SCICHEM, these new

variables can be specified in either the observational or MEDOC gridded file format.

These variables were also added to the interpolation schemes in SCICHEM that are used

to calculate meteorological quantities at the puff location.

As in the case of the aerosol particle size sections, the code has been generalized to read

and interpolate multiple cloud droplet size sections.  However, because the current

aqueous chemistry module is a bulk module, the maximum number of cloud droplet size

sections is currently limited to one via a PARAMETER statement.  The generalized code

allows for future development, such as implementation of an aqueous chemistry module

that can be used for multiple cloud/fog droplet sizes.

SCICHEM was modified to include wet deposition of gases and wet and dry deposition

of aerosol particles as sink terms in the multi-component species calculations.  Wet

scavenging coefficients for the gas-phase species were added to the IMC file as

additional model inputs.  These coefficients are only used to calculate gaseous wet

deposition when the aqueous-chemistry option is not selected.  When the flag for

aqueous-phase chemistry is activated, the specified wet scavenging coefficients are

ignored, and the aqueous-phase module returns effective deposition velocities to

SCICHEM.

For aerosol particles, a different procedure is used to calculate dry and wet deposition.

We have used existing algorithms already available in SCICHEM that were developed

for the particle material type.

The dry deposition module for particles is based on the approach of Slinn (1982), who

assumes the deposition velocity is equal to a collection efficiency multiplied by the

momentum deposition velocity,
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where u*  is the surface friction velocity and ur  is the wind speed at the reference height,

zr .  The total collection efficiency, E, is defined in terms of individual collection

mechanism efficiencies, such as the efficiency of the viscous sublayer flow (within a

millimeter of the surface elements), particle interception and particle impaction.

Individual collection mechanism efficiencies are defined specifically for a vegetative

canopy or for a rough surface.  Further details of the particle dry deposition model can be

found in Sykes et al. (1998).

The particle wet deposition model is based on Seinfeld’s (1986) definition of the particle

wet scavenging coefficient,

ω π
s r r r rD V N E dD=

∞z 40

2

where Dr  is the raindrop diameter, Vr  is the raindrop fall velocity, Nr  is the raindrop size

distribution, and E  is the collision efficiency.  Similar to the dry deposition of particles

onto the surface, the collision efficiency with rain drops is defined in terms of individual

efficiencies as defined by Seinfeld (1986), such as that due to Brownian motion,

interception and inertial impaction.  The Marshall and Palmer (1948) raindrop

distribution is assumed.  Further details of the particle wet deposition model can be found

in Sykes et al. (1998).

Another modification to the SCICHEM input files is that gas-phase species emission

rates can now be specified in grams per second in addition to the species_units-m3 per

second rates that were assumed in previous versions.  The species_units (either ppm or

molecules/cm3) are specified in the IMC file under the Control Section and the additional

variable, emission_units, was added there.  When importing or re-running projects run by

an earlier version of the model, it is assumed that the emission rates are specified in

species_units-m3, therefore, no changes to the input files are necessary.  Molecular

weights were added to the IMC file under the Species Section to allow for the conversion
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from emission_units to species_units.  Note that aerosol particle species emissions are

always assumed to be in g/s and the resulting concentrations are displayed in µg/m3.

Details of the additional variables added to the SCICHEM input files are provided in the

sub-sections below.  Note that the discussion is only limited to changes to these files

related to the implementation of the aqueous-phase chemistry and aerosol thermodynamic

modules.  The SCICHEM File Formats Document provides complete details on the

preparation of the input files for a SCICHEM simulation.

In addition to the above modifications related to SCICHEM inputs, other modifications to

SCICHEM include the addition of calls to the interface routines between SCICHEM and

the new modules at appropriate locations.  These include calls for stepping both the puff

concentrations and the ambient species concentrations (if step_ambient is specified as

true in the IMC file – see the SCICHEM File Formats Document).  The aerosol

equilibrium module (if aerosol is specified as true in the IMC file – see below) is called

after the gas-phase chemistry step.  Next, if the aqueous-phase chemistry option is

selected, the aqueous-phase chemistry calculations are performed followed by another

call to the aerosol module (if aerosol is true).  Even if the ambient is not being advanced

(step_ambient is false), the aerosol equilibrium module is still called for the ambient

species, so that the ambient species will be in equilibrium as well.

The modifications to the modules primarily involved addition of code to calculate

quantities required by SCICHEM.  For example, washout ratios for wet removal of

gaseous species were calculated in the aqueous-phase module and converted to effective

deposition velocities for SCICHEM.  In addition, we have made substantial modifications

to the aqueous-phase chemistry module code independent of the implementation

modifications.  These modifications involve bug fixes, streamlining of the code, and

reducing the hardwiring in the code to the extent possible within the limited resources of

this study.
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3.2.1 Multicomponent Input File

Multicomponent Control Section

Additions to this section include flags for selecting aerosol equilibrium and aqueous-

phase chemistry calculations, the number of aerosol particle size sections, the aerosol

particle size section boundaries, aerosol particle density, and the units for the emission

rates of gas-phase species.   Note that if the aqueous-phase chemistry option is selected, it

is necessary to provide cloud liquid water content in the meteorological input files.

Although the aqueous-phase chemistry option does not require that the aerosol

equilibrium calculations be selected, it is necessary to specify aerosol species in the

species section of the IMC file (see Table 3-2 below in the description of the species

section).  If the aerosol module is not used in conjunction with the aqueous module, the

aerosol concentrations will be obtained from the background and/or emitted aerosols.

The additional namelist parameters in the control section are listed below:

aqueous - Specifies whether or not aqueous-phase chemistry will be
performed (LOGICAL).  Must have certain species defined in the
species section, as described in the species section.  If set to true,
the species names will be checked to determine if the aqueous
module can be used and if so, aqueous-phase chemistry will be
performed in addition to gas-phase chemistry and/or aerosol
equilibrium calculations.  Cloud liquid water content must be
provided in a meteorological input file (Observations or Gridded).
The default is false.

aerosol - Specifies whether or not aerosol equilibrium calculations will be
performed (LOGICAL).  Must have certain species defined in the
species section, as described in the species section.  If set to true,
the species names will be checked to determine if the aerosol
module can be used and if so, aerosol equilibrium calculations will
be performed in addition to gas-phase and/or aqueous-phase
chemistry.  The default is false.
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nsec_aer - Number of sections of aerosol particles (INTEGER*4).  Used with
aerosol or aqueous set to true.  The default is 1.  Currently, the
maximum number of sections allowed is also equal to 1.  This can
be changed easily for future model development by changing a
single PARAMETER statement in the model code.

secbnds_aer - Section boundaries (m) of the aerosol particles (REAL*4).  Used
with aerosol or aqueous set to true.  The defaults are defined to
give a geometric mean aerosol diameter of 4.0e-7 m (0.4 microns).
Must specify nsec_aer+1 boundaries.

rho_aer - Density (kg/m3)of the aerosol particles.  Used with aerosol set to
true.  The default is 1000.

emission_units - Gas-phase species emission rate units (CHARACTER*80).
Options are either ‘ppm-m3/s’,‘molecules-m3/cm3-s’, or ‘g/s’.
Emission rates for the release specified in rel_mc in the SCN file.
The default is ‘ppm-m3/s’.  For projects run with earlier versions of
the model that are re-run or imported, the emission rate is
species_units- m3/s and it is not necessary to edit the IMC file to
include this parameter.  Note that emission rates of aerosol particle
species are always assumed to be in g/s.

Multicomponent species section

The species section was expanded to include the specification of particle materials, wet

scavenging coefficients and molecular weights.  Each line of the species section gives the

species name, the species type (F, S, P, A, or E), the ambient concentration (ppm or

molecules/cm3), the absolute tolerance (ppm or molecules/cm3), the dry deposition

velocity (m/s) (used only for gases), the wet scavenging coefficient (s-1) (used only for

gases and only if the aqueous flag in the control section is false), and the molecular

weight (g/mole) (used only for emitted gases).  There are no defaults for these

parameters.  The species types are shown in Table 3-1.  An example of a species section

is shown in Figure 3-1.
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Table 3-1. SCICHEM species types.

F Fast Species concentrations change rapidly and species rate equations
will be integrated using LSODE.

S Slow Species concentrations change slowly and will be integrated
explicitly using a predictor-corrector scheme.

P Particle Species concentrations are determined through aerosol
equilibrium.  Species name must match one of the aerosol
particle names set by aerosol module.

E Equilibrium Species concentrations are assumed to be at steady-state.

A Ambient Species concentrations do not change by the reaction, such as
H2O or O2.

The wet scavenging coefficient, s (s-1), is used to define the scavenging rate, sr   (s-1), as:

sr = s (R/R0)

where R is the precipitation rate in mm/hr and R0 is the reference precipitation rate of

1 mm/hr.  The scavenging rate is applied to the gas-phase species after the gas-phase

chemistry has been advanced.  If the aqueous-phase chemistry module is turned on, the

specified wet scavenging coefficient will be ignored and the aqueous-phase chemistry

module will return effective removal velocities to SCICHEM.

Molecular weights are used to convert the gas-phase emissions to the desired species

units.  Emission rates that are provided in ‘g/s’ will be converted to either ‘ppm-m3/s’ or

‘molecules-m3/cm3-s’ using the molecular weight, depending on whether species_units

has been set to ppm or molecules/cm3, respectively.  It is not essential to provide

molecular weights for non-emitted species, however, since species emission rates are not

checked initially to identify emitted species versus non-emitted species, all ‘Fast’ and

‘Slow’ species must have non-zero molecular weights provided on the IMC file.

Molecular weights are not required for equilibrium species or for particle species, since

equilibrium concentrations are determined from the ‘Fast’ and ‘Slow’ species

concentrations and aerosol particle species concentrations are always assumed to be in

µg/m3 and the emission rates in g/s.
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#Species   Type   Ambient   Atol    Dep    Wet Scav    MW
NO          F       0.0     1.e-8   0.00    0.000    30.01
O3          F       0.1     1.e-8   0.00    0.000    48.00
NO2         F       0.0     1.e-8   0.00    0.000    46.01
HNO3        F       0.0     1.e-8   0.02    6.e-5    63.00
RCHO        F       0.50    1.e-8   0.00    0.000    99.99
RH          S       12.0    1.e-8   0.00    0.000    99.99
PAN         F       0.0     1.e-8   0.00    0.000    121.0
OH          F       0.0     1.e-12  0.00    0.000    99.99
HO2         E       0.0     1.e-12  0.00    0.000    99.99
RO2         E       0.0     1.e-12  0.00    0.000    99.99
C2O3        E       0.0     1.e-12  0.00    0.000    99.99
H2O         A      -1.0     1.e-6   0.00    0.000    99.99

Figure 3-1. Sample species section of the IMC file.

In the example species section shown in Figure 3-1, only HNO3 has a nonzero deposition

velocity and wet scavenging coefficient and therefore, there will be no deposition or

scavenging of any species other than HNO3.  HNO3 is modeled as a fast species with a

background concentration of zero and a relative tolerance of 1.e-8.  The deposition

velocity is 0.02 m/s and the wet scavenging coefficient is 6.e-5 s-1.  The ambient H2O

concentration is set to –1.0, indicating that it will be set internally using the humidity

given in the meteorological input files or a default value of 30% relative humidity.

Molecular weights of non-emitted, equilibrium and ambient species have been set to an

arbitrary value of 99.99.

If either the aerosol equilibrium option is selected (aerosol is equal to true in the control

section) or the aqueous-phase chemistry is turned on (aqueous is equal to true in the

control section), or both, the species shown in Table 3-2 must appear in the species

section, even if they do not all appear in the gas-phase mechanism (for example the

aerosol species).

For multiple particle sections (nsec_aer greater than 1), the aerosol species names must

appear in the species section of the IMC file with the section number.  For example, when

three sections are desired (nsec_aer is equal to 3), the user must list CRUS01, CRUS02,

and CRUS03 and likewise for the other aerosol particles.  Note that nsec_aer will specify

the number of sections for all the aerosol particle species.  The species list will be
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searched for aerosol_name01 to aerosol_namensec_aer using the format (A,i2.2) where

the aerosol_name refers to CRUS, ASO4, ANO3, ANH4, ANA, ACL, AMG, ACA, or

APOT.  However, recall that currently, the maximum number of aerosol particle sections

is 1.  For nsec_aer equal to 1, the user may optionally leave off the section number from

the name.  The required names for either aqueous chemistry or aerosol equilibrium will

be as they appear in Table 3-2.

Table 3-2. Required species names for the aerosol equilibrium module
and aqueous-phase chemistry module

Chemical Required Species Name

Sulfur dioxide (SO2) SO2
Hydrogen peroxide (H2O2) H2O2
Formaldehyde (HCHO) FORM
Formic Acid (HCOOH) FA
Nitrous acid (HNO2) HONO
Nitric Oxide (NO) NO
Nitrogen Dioxide (NO2) NO2
Ozone (O3) O3
Peroxyacyl Nitrate (CH3C(O)OONO2) PAN
Carbon Dioxide(CO2) CO2
Hydroxyl Radical (OH) OH
Hydroperoxy Radical (HO2) HO2
Nitrate Radical (NO3) NO3
Toluene-hydroxyl radical adduct TO2
NO-to-NO2 operation XO2
Crustal Material (particulate)1 CRUS01 or CRUS2

Aerosol Sulfate1 ASO401 or ASO42

Aerosol Nitrate1 ANO301 or ANO32

Aerosol Ammonia1 ANH401 or ANH42

Aerosol Sodium1 ANA01 or ANA2

Aerosol Chloride1 ACL01 or ACL2

Aerosol Magnesium1 AMG01 or AMG2

Aerosol Calcium1 ACA01 or ACA2

Aerosol Pottasium1 APOT01 or APOT2

Sulfuric Acid (H2SO4) SA
Nitric Acid (HNO3) HNO3
Ammonia (NH3) NH3
Hydrogen chloride (HCl) HCL

Note: 1  Aerosol particles must be specified as species type “P” (particle).
2  For nsec_aer equal to 1, the section number may be optionally removed from
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   the aerosol particle names.
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Multicomponent Aqueous Section

The aqueous section of the multicomponent input (IMC) file specifies parameters that

will be used in the aqueous-phase module (using aqueous in the control section set to

true).  The aqueous variables may be provided as an option and this section does not even

have to appear on the IMC file.  If it does not appear on the file, the default values will be

used in the aqueous module.  The following variables may be specified:

debug - Debug flag (LOGICAL).  If set to true, messages from the aqueous
module will be printed to the log file  The default is false.

lradical - Choice of whether or not to use aqueous-phase free radical
chemistry (LOGICAL).  If set to true, the aqueous-phase free
radical chemistry will be performed during the daytime hours.
Otherwise, it is not performed at all.  The default is true.

dactiv - Dry activation diameter (m) (REAL*4).  The default is 3.0e-7.

fdist(1) - Fraction of mass change that will go to each aerosol particle size
section (REAL*4).  Must specify nsec_aer values.  The default is
1.  For future applications when nsec_aer is greater than 1, the
default is to have the mass equally distributed.

kiron - Choice of expression for iron and manganese chemistry
(INTEGER*4).  If kiron is 0, there is no iron and manganese
chemistry.  If kiron is 1, the method of Martin and Good (1991) is
used.  If kiron is 2, the method of Martin (1984) is used.  The
default is 1.

firon - Fraction of crustal material that is iron (REAL*4).  The default is
1.e-2.

fman - Fraction of crustal material that is manganese (REAL*4).  The
default is 2.e-3.

chlorine - Choice of turning off chlorine chemistry (REAL*4).  If set to 0,
chlorine chemistry will be turned off.  The default is 1.0.

so2min - Minimum SO2 concentration (ppm) for the aqueous calculation
(REAL*4).  The default is 1.0e-6.
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lwcmin - Minimum liquid water content (g/m3) for the aqueous calculation
(REAL*4).  The default is 5.0e-2.

atolx - Absolute error tolerance for numerical integration (REAL*4).  The
default is 1.0e-4.

rtolx - Relative error tolerance for numerical integration (REAL*4).  The
default is 1.0e-3.

dtmaxsec - Maximum time step (seconds) for numerical integration
(REAL*4).  The default is 120.

xtol - Relative error tolerance for nonlinear solver (REAL*4).  The
default is 1.0e-3.

The aqueous section namelist begins with “$AQUEOUS” and end with “$END”.  If

parameters are not set under this section, the default values will be assumed.  An example

of an aqueous section is shown in Figure 3-2.

#Aqueous
$AQUEOUS
   debug = .false.
   lradical = .true.,
   dactiv =   3.000000e-07,
   fdist =   1.0,
   kiron =   1,
   firon =   1.000000e-02,
   fman =   2.000000e-03,
   chlorine =   1.00000,
   so2min =   1.000000e-06,
   lwcmin =   5.000000e-02,
   atolx =   1.000000e-04,
   rtolx =   1.000000e-03,
   dtmaxsec =   120.000,
   xtol =   1.000000e-03,
 $END

Figure 3-2. Sample aqueous section of the IMC file.
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3.2.2 Meteorology scenario file

The meteorology scenario file was expanded to include the number of cloud droplet

sections and the sizes of the cloud droplet sections.  Currently, the maximum number of

cloud droplet sections is one, but these parameters were added for future aqueous

modules that accept multiple cloud droplet sections.  The following parameters were

added:

ncld - Number of cloud droplet sections on observational or MEDOC
type files (INTEGER).  The default is zero and the maximum is
equal to 1.  For future model development, the maximum can be
changed by modifying a single PARAMETER statement in the
code.  This is not currently available for editing with the GUI and,
for projects that are created with the GUI, this value may only be
changed from the default value by editing the MSC file.

size_cld(1) - An array (REAL*4) of cloud liquid droplet sizes (m)
corresponding to the droplet sections. Must provide ncld sizes.
The default is 1.e-5. This is not currently available for editing with
the GUI and, for projects that are created with the GUI, this value
may only be changed from the default value by editing the MSC
file.

3.2.3 Meteorology Input Files

Observation File Format

A meteorological observation input file consists of a header section that specifies the file

type, the number of observation variables, their names and units, followed by the

numerical data.

Two file types are recognized by SCICHEM, a SURFACE file or a PROFILE file.  A

SURFACE file has only one observation per time interval for each station and is typically

associated with near-surface measurements of wind and/or boundary layer parameters

such as surface heat flux or mixing-layer height.  A PROFILE file generally has more
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than one observation height at a station and is used when vertical profiles of wind,

temperature, etc. are available, such as from upper air soundings.

Details of the observation file format can be found in the Online Help or the File Formats

Document.  Additional variable names that were added to the observational input file

format are shown in Table 3-3.  Precipitation rate is needed for the calculation of wet

deposition of gases and washout of aerosol particles.  The ‘Precipitation Rate’ variable

was added in order to be more flexible than the ‘Precipitation Index’, which only allowed

the user to specify light, moderate or heavy rain (or snow).  The precipitation rate is

assumed to specify liquid precipitation only.

Fractional cloud cover was added as input and will be used for a ‘Calculated’ boundary

layer.  It is not necessary for the aqueous-phase module.  The cloud liquid water content

will be used in the aqueous module and must be present as input if the aqueous module is

turned on.  As mentioned previously, the cloud liquid water content does allow for

multiple droplet sizes, but the maximum number of cloud droplet sections currently

allowed is restricted to one.

Table 3-3. Additional meteorological variables and corresponding units
recognized in SCICHEM.

Variable Description Specific Name Units

Precipitation Rate1 PRATE MM/HR

Fractional Cloud Cover1 FCC None

Cloud Liquid Water Content CLD

or

CLD1, CLD2, etc.

G/M3

Note:  1 Variable can be specified as fixed data on a PROFILE file.
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MEDOC Format

The MEDOC file is used to specify three-dimensional meteorological data.  Two-

dimensional data may also be specified on this file.  A MEDOC file contains a header

section followed by numerical data for each time.  Details of the MEDOC file format can

be found in the Online Help or the File Formats Document.  Additional variables that

have been added to accommodate aqueous-phase chemistry are the three-dimensional

cloud liquid water content, indicated in the header by ‘CLD’, and the two-dimensional

precipitation rate in millimeters per hour, ‘PRATE’ or ‘PRECIP’, and fractional cloud

cover, ‘FCC’ or ‘CC’.  Currently, the cloud liquid water content is general and does not

refer to any droplet sizes.  However, this can be easily expanded to allow the

specification of different droplet sizes.
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4. MODEL TESTING

4.1 Background and Purpose

The implementation of modules to simulate additional physical and chemical processes in

the SCICHEM model involved major changes to the code.  Such modifications require

careful testing.  Testing was performed at several stages of the implementation to assess

whether the software was operating as intended.  The program entailed testing by AER

and STI of the stand-alone modules (primarily the aqueous-phase module) prior to

implementation in the SCICHEM module, testing of the overall model by AER and

ARAP before, during, and after the modules were implemented, and testing of the overall

model by STI.  The purpose of these tests was primarily to assess whether the codes were

functioning as intended and responding to changes in model inputs in a manner that was

consistent with scientific expectations.  No attempt was made to compare model

estimates with observed concentrations.  Assessment of the new model’s performance

against observations in real world cases is an essential part of the model development

process but was beyond the scope of this particular study.

The first element of the testing program was stand-alone module testing.  Significant

changes were made to the CMU aqueous-phase chemistry module as a result of the

module-testing program.  These modifications involved improving the code’s ability to

conserve mass of sulfur, nitrogen, chlorine, and carbon species and bringing more of the

module’s parameters up to the module’s interface with the host model.  No significant

changes were needed in the SCAPE2 aerosol thermodynamic/equilibrium module.

The second element of the testing program was testing during the implementation of the

modules in the host model.  The modification and testing process is inherently iterative.

The project team went through numerous iterations to reach a version of the software that

was suitable for testing over a range of conditions by STI.  Due to the time constraints of

the project, the iteration process did continue through the analysis of the test runs

described here, and therefore, time did not allow the model developers to completely

investigate the anomalous results predicted for some of the test cases.
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The third element of the testing program entailed testing the model under hypothetical

conditions that used the newly implemented modules for simulating gas-aerosol

equilibrium/ thermodynamics and aqueous-phase chemistry.  Unfortunately, there are no

analytical solutions against which the model could be tested because the SCICHEM

model is far too complex and nonlinear.  Instead, testing was conducted for typical

conditions to assess whether the new model responded to changes in model inputs in a

manner that was consistent with scientific expectations.  If the model’s response (change

in surface concentration) was directionally consistent with scientific expectation and

quantitatively plausible, the model was judged acceptable.  The model performance was

judged on an individual species basis.  The intent of this type of testing is solely to

identify possible flaws in the implementation of the modules that might cause the model

to have no response, or have an exaggerated response, to perturbations in important

model inputs.  This type of testing is necessary but by no means sufficient to fully

ascertain that the modules are implemented correctly.  Comprehensive testing of the code

and of the model performance against observations should be carried out in future

studies.

4.2 Test Conditions

The test conditions involve simulation of the transport, dispersion, chemical

transformation, and deposition of SO2 and NOx emissions from a single source with a

relatively tall stack on a typical summer day.  One group of tests examines the ability of

the model to simulate gas and aerosol species concentrations in the absence of clouds or

precipitation.  A second group of tests examines the performance of the model before,

during, and after plume interaction with clouds and, optionally, with precipitation.  All

simulations are conducted for a 24-hr period with display of model outputs every 30

minutes.

The conditions for the baseline simulation are summarized in Tables 4-1 and 4-2.  To

simplify interpretation of the results for chemically reactive species, constant

meteorological conditions were specified for the 24-hr period.  Vertically uniform
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westerly winds at 3 meters per second were specified along with slightly unstable

atmospheric conditions, a mixing height of 800 meters, a 20oC air temperature, 50

percent relative humidity, and a latitude of 37 degrees.  Constant emissions from a single

100-meter tall stack were specified with 40 grams per second of SO2 and 20 grams per

second of NOx.  The stack effluents were warm (500 K) and buoyant and left the stack

with significant momentum (555 m3/s flow rate).  These emissions were injected into a

flow field with spatially uniform concentrations of the trace gases and aerosols listed in

Table 4-2.  The principal background species concentrations are 54 ppb of ozone, 2 ppb

of NO2, 100 ppbC of VOC, 200 ppb of CO, 5 ppb of NH3, 3 ppb of H2O2, 1 µg/m3 of

sulfate aerosol, 0.5 µg/m3 of nitrate aerosol, 0.52 µg/m3 of ammonium aerosol, and 10

µg/m3 of crustal aerosol.  The aerosol particles were assumed to have a mass mean

diameter of 0.5 µm and fully activated by clouds.  These background species

concentrations were treated as constants in all of the test simulations reported here.

Initially, selected simulations were made with gas-phase and aqueous-phase chemistry

influencing the background species concentrations, but these results were more difficult

to interpret than the constant background cases reported here.

Table 4-1. Baseline test case meteorological and emissions input parameters.

Input Parameter Base Case Value
Wind Speed 3 m/s
Wind Direction Westerly
Mixing Height 800 m
Temperature 293.15 K
Relative Humidity 50 percent
Precipitation Rate 0
Liquid Water Content 0
Atmospheric Stability Unstable
Simulation Hours 0000 –2300 hrs
Date June 21, 1999
Latitude 37 degrees
Time Zone 8
SO2 Emissions Rate 40 grams/sec
NO Emissions Rate 18 grams/sec
NO2 Emissions Rate 2 grams/sec
Stack Height 100 meters
Stack Effluent Temperature 500 K
Stack Effluent Flow Rate 555 m3/sec
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Table 4-2. Baseline ambient concentrations for the test simulations.

Species Concentrations
Gases (ppm)

NO 1.00E-04
SO2 1.00E-04
NO2 2.00E-03
O3 5.40E-02
OLE 2.00E-03
PAR 6.80E-02
TOL 2.00E-03
XYL 1.00E-03
FORM 1.00E-03
FA 1.00E-06
ALD2 5.00E-04
ETH 2.00E-03
CRES 0.00E+00
MGLY 0.00E+00
OPEN 0.00E+00
PAN 1.00E-05
CO 2.00E-01
HONO 1.00E-05
H2O2 3.00E-03
HNO3 1.00E-05
ISOP 1.00E-03
SA 1.00E-06
HCL 1.00E-06
NH3 5.00E-03
NO3 1.00E-06
N2O5 1.00E-07
C2O3 1.00E-12
XO2 1.00E-12
XO2N 1.00E-12
CRO 1.00E-12
O 1.00E-12
OH 1.00E-12
O1D 1.00E-12
HO2 1.00E-12
ROR 1.00E-12
TO2 1.00E-12
H2O Determined from RH &T

Aerosols (µg/m3)
ASO4 1.000
ANH4 0.520
ANO3 0.500
ANA 0.045
ACL 0.071
CRUS 10.00
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Note that in Table 4-2, the aerosol particles are assumed to exist in a single size section

with lower and upper bound diameters of 0.025 and 10 µm, mass mean diameter of 0.5

µm, and cloud water activation diameter of 0.2 µm (i.e., aerosols are fully scavenged by

cloud water droplets).  The concentrations given for the ambient aerosol particle species

are not assumed to remain constant.  They will be determined internally by the aerosol

equilibrium module using the ambient gas phase species concentrations, initial aerosol

particle concentrations, and background temperature and relative humidity.

The model testing consisted of one baseline simulation and 40 sensitivity simulations

where one or more input parameters were varied from those in the baseline case.  Table

4-3 summarizes the input parameter variations.  The first group of simulations, Runs 1-

16, does not involve clouds, precipitation, or aqueous-phase chemistry, but does include

the gas-phase chemistry and gas-particle equilibrium/thermodynamics.  These runs are

designed to explore the model’s response to variations in wind speed, mixing height, SO2

emissions, NOx emissions, temperature, and relative humidity.  The second group of

simulations, Runs 17-40, involves clouds as well as the other processes.  Run 19 is

essentially a second baseline case with three hours of clouds in the afternoon, a liquid

water content (LWC) of 0.1 g/cm3 and no precipitation.  Variations in the cloud duration,

liquid water content, precipitation rate, temperature, SO2 emission rate, and background

concentrations of H2O2, NH3, ozone, crustal aerosol, sodium chloride, and VOC are

simulated in these runs.  Thus, while this is a fairly small set of test simulations, it covers

variations in the three major types of inputs:  emissions, air quality, and meteorology.
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Table 4-3. Input parameter variations for model test simulations.

Run No. Parameter Variations
1 Double wind speed (6 m/s)
2 Half wind speed (1.5 m/s)
3 Double mixing height (1600 m)
4 Half mixing height (400 m)
5 Double SO2 emissions (80 g/s)
6 Half SO2 emissions (20 g/s)
7 Zero SO2 emissions (0)
8 Double NOx emissions (40 g/s)
9 Half NOx emissions (10 g/s)
10 Zero NOx emissions (0)
11 Lower background temperature (278.15 K)
12 Higher background temperature (308.15 K)
13 Freezing background temperature (263.15 K)
14 Lower relative humidity (10 %)
15 High relative humidity 1 (70%)
16 High relative humidity 2 (95%)
17 Run 19 with only one hour of clouds (15-16)
18 2 hrs of clouds (15-17 ); LWC=0.1 & RH=100% RH
19 3 hrs of clouds (15-18 ); LWC=0.1 & RH=100% RH
20 Run 19 with LWC = 0.3 g/cm3

21 Run 20 with aqueous-phase radical chemistry disabled
22 Run 19 with LWC = 0.4 g/cm3

23 Run 19 with 1 mm/hr precipitation
24 Run 19 with 5 mm/hr precipitation
25 Run 19 with 10 mm/hr precipitation
26 Run 19 with low background temperature (278.15 K)
27 Run 19 with high background temperature (308.15 K)
28 Run 19 with low background H2O2 (1e-3 ppb)
29 Run 19 with high background H2O2 (10 ppb)
30 Run 19 with low background NH3 (0.1 ppb)
31 Run 19 with high background NH3 (25 ppb)
32 Run 19 with low background Ozone (10 ppb)
33 Run 19 with high background Ozone (100 ppb)
34 Run 19 with low background CRUS (0.1 µg/m3)
35 Run 19 with high background CRUS (100.00 µg/m3)
36 Run 19 with high background NACL (5 µg/m3)
37 Run 19 with low background VOCs (10 ppbC)
38 Run 19 with high background VOCs (300 ppbC)
39 Run 19 with zero source 1 SO2 Emissions
40 Run 19 with double source 1 SO2 Emissions



41

4.3 Baseline Results

4.3.1 Baseline Case Results Without Clouds

Spatial plots of model estimates of baseline surface concentrations for key species for

hours 10, 12, 14, 16, 18, and 20 are shown in Figures 4-1 through 4-6.  These displays are

generated by the SCICHEM graphical user interface (GUI).  The results for SO2 (Figure

4-1) show that, at a short distance downwind of the source location (x=0, y=35), the

surface concentrations reach about 4 ppb, and plume centerline surface concentrations

remain in the 1-3 ppb range for about 30 km downwind of the source.  Away from the

plume centerline and farther downwind, the results show a gradual decrease in SO2

concentrations towards the assumed background level of 0.1 ppb.  The estimated surface

concentrations are virtually constant during the simulation, which is expected for the

constant emission rate and constant meteorological conditions specified for this case.

The estimated ground-level sulfate concentration (shown in Figure 4-2) reaches 1.2

µg/m3 in the plume in the afternoon hours, which is consistent with the expected slow

rate of gas-phase chemical conversion of SO2 to sulfate aerosol under these conditions.

Less conversion to sulfate is evident in the morning and late in the day, reflecting the

diurnal cycle of the atmospheric chemistry.

The NO, NO2, and ozone plots (Figures 4-3, 4-4, and 4-5) show evidence of fairly rapid

NOx oxidation in the simulated plume and formation of ozone downwind of the source.

In fact, the plume NO2 concentrations are mostly lower than the non-reactive background

NO2 concentration of 2 ppb.  The estimated maximum surface ozone concentrations

occur 70 to 90 km downwind of the source and reach 136 ppb at hour 16 in the afternoon.

The simulated ozone production from this single 1.9 tons/day NOx source is quite

efficient under these unstable conditions with the 100 ppbC of background VOCs.

Besides contributing to ozone formation, the NOx emissions also lead to formation of

aerosol nitrate (see Figure 4-6).  The estimated surface concentrations of aerosol nitrate

(NO3
-) reach 3.7 µg/m3 about 90 km downwind of the source in the afternoon.  The

baseline case has a fairly high background ammonia concentration, so that nitric acid
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formed in the photo-oxidation of the NOx emissions can readily form ammonium nitrate

under the simulated conditions.

4.3.2 Baseline Case Results With Clouds

Run 19 is the baseline case with clouds.  It has clouds throughout the domain from hours

15 to 18.  Figure 4-7 shows the estimated surface SO2 concentrations through the

afternoon hours.  The SO2 concentrations in the plume are negligible at hours 15, 16, and

17.  It should be noted that the SCICHEM model interpolates the meteorological inputs

between hours, so that the effects of the clouds begin at hour 14.5; by hour 15, the SO2 in

the plume is mostly converted to sulfate.  Figure 4-8 shows the estimated sulfate

concentrations at the surface.  At hour 14, the plume sulfate concentrations reach 1.2

µg/m3 far downwind of the source, similar to the baseline case without clouds.  For hours

15, 16, and 17, the maximum surface sulfate concentrations are 13.8 to 15.7 µg/m3 just 5

km downwind of the source.  Farther downwind, the estimated surface sulfate levels are

in the 4 to 10 µg/m3 range along the plume centerline.  This simulation reflects the rapid

aqueous-phase conversion of SO2 to sulfate expected in the summer with ample liquid

water and with moderately high background concentrations of H2O2, ozone, and

ammonia.

The estimated surface concentrations of aerosol nitrate are also enhanced in the

simulation with clouds.  Figure 4-9 shows that the maximum aerosol nitrate levels are 8

to 9 µg/m3 during the hours with clouds, compared to 4 µg/m3 before and after the

clouds.  The highest nitrate levels are simulated farther downwind than the highest sulfate

levels, because the NOx emissions must first be converted to nitric acid in gas-phase

reactions before conversion to aerosol and aqueous nitrate.  Hence, the principal features

of the SO2, SO4, and NO3 distributions before, during, and after the clouds are physically

and chemically plausible and directionally correct.
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Figure 4-1.  SCICHEM baseline simulation: Calculated surface concentration (ppm)
of SO2.
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Figure 4-2.  SCICHEM baseline simulation: Calculated surface concentration (µg/m3)
of particulate sulfate.
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Figure 4-3.  SCICHEM baseline simulation: Calculated surface concentration (ppm)
of NO.
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Figure 4-4.  SCICHEM baseline simulation: Calculated surface concentration (ppm)
of NO2.



47

Figure 4-5.  SCICHEM baseline simulation: Calculated surface concentration (ppm)
of Ozone.
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Figure 4-6.  SCICHEM baseline simulation: Calculated surface concentration (µg/m3)
of particulate nitrate.
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Figure 4-7.  SCICHEM aqueous-phase baseline simulation: Calculated surface
concentration (ppm) of SO2.
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Figure 4-8.  SCICHEM aqueous-phase baseline simulation: Calculated surface
concentration (µg/m3) of particulate sulfate.
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Figure 4-9.  SCICHEM aqueous-phase baseline simulation: Calculated surface
concentration (µg/m3) of particulate nitrate.
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4.4 Sensitivity Study Results

For comparison of the sensitivity study results to the baseline case results, we focused on

the surface concentration estimates between 12 noon and hour 20 at three distances

downwind of the source: 5, 25, and 50 km.  The surface concentrations of the tracer and

SO2 for hours 12, 16, and 20 are listed in Tables 4-4, 4-5, and 4-6, respectively.  Tables

4-7 through 4-15 list the corresponding concentrations of six other gases:  NO, NO2,

ozone, H2O2, HNO3, and NH3.  The surface concentrations of sulfate, nitrate, and

ammonium aerosol particles downwind of the source are given at 2 hour increments

starting at 12 noon in Tables 4-16 through 4-25.  Finer time resolution is provided to

more clearly illustrate the effects of the clouds on the aerosol particle concentrations.
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Table 4-4. Estimated surface concentrations (ppb) of Tracer and SO2 at 12:00L
at 5 km, 25 km, and 50 km downwind of the major point source for
the 41 test simulations.

Tracer SO2Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.96E-04
1 1.60E-07 6.59E-08 4.67E-08 3.26E-03 1.38E-03 9.91E-04
2 2.23E-07 8.05E-08 5.30E-08 4.47E-03 1.63E-03 1.10E-03
3 6.34E-08 3.58E-08 2.34E-08 1.35E-03 7.85E-04 5.35E-04
4 6.11E-07 1.59E-07 1.05E-07 1.22E-02 3.18E-03 2.09E-03
5 1.94E-07 7.25E-08 4.78E-08 7.76E-03 2.88E-03 1.90E-03
6 1.94E-07 7.25E-08 4.78E-08 2.01E-03 7.90E-04 5.43E-04
7 1.94E-07 7.25E-08 4.78E-08 9.95E-05 9.41E-05 9.15E-05
8 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.97E-04
9 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 1.00E-03

10 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.98E-04
11 1.89E-07 7.25E-08 4.72E-08 3.74E-03 1.46E-03 9.72E-04
12 1.93E-07 7.33E-08 4.78E-08 3.98E-03 1.52E-03 1.00E-03
13 1.95E-07 6.97E-08 4.89E-08 3.76E-03 1.38E-03 9.80E-04
14 1.94E-07 7.25E-08 4.78E-08 3.94E-03 1.50E-03 1.01E-03
15 1.94E-07 7.25E-08 4.78E-08 3.92E-03 1.49E-03 9.95E-04
16 1.94E-07 7.25E-08 4.78E-08 3.92E-03 1.48E-03 9.89E-04
17 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.97E-04
18 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.98E-04
19 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.98E-04
20 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.98E-04
21 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.98E-04
22 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.98E-04
23 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.98E-04
24 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.98E-04
25 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.98E-04
26 1.89E-07 7.25E-08 4.72E-08 3.74E-03 1.46E-03 9.71E-04
27 1.93E-07 7.33E-08 4.78E-08 3.98E-03 1.51E-03 1.00E-03
28 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.99E-04
29 1.94E-07 7.25E-08 4.78E-08 3.92E-03 1.48E-03 9.91E-04
30 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.97E-04
31 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.98E-04
32 1.94E-07 7.25E-08 4.78E-08 3.94E-03 1.49E-03 9.90E-04
33 1.94E-07 7.25E-08 4.78E-08 3.92E-03 1.48E-03 9.94E-04
34 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.96E-04
35 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.96E-04
36 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.97E-04
37 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.46E-03 9.54E-04
38 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.51E-03 1.02E-03
39 1.94E-07 7.25E-08 4.78E-08 9.95E-05 9.42E-05 9.14E-05
40 1.94E-07 7.25E-08 4.78E-08 7.76E-03 2.88E-03 1.90E-03
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Table 4-5. Estimated surface concentrations (ppb) of Tracer and SO2 at 16:00L
at 5 km, 25 km, and 50 km downwind of the major point source for
the 41 test simulations.

Tracer SO2Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 1.94E-07 7.25E-08 4.78E-08 3.94E-03 1.49E-03 9.87E-04
1 1.63E-07 6.57E-08 4.24E-08 3.33E-03 1.39E-03 9.16E-04
2 2.23E-07 8.04E-08 5.68E-08 4.49E-03 1.61E-03 1.13E-03
3 6.55E-08 3.58E-08 2.19E-08 1.40E-03 7.89E-04 5.05E-04
4 6.11E-07 1.59E-07 1.05E-07 1.22E-02 3.19E-03 2.07E-03
5 1.94E-07 7.25E-08 4.78E-08 7.77E-03 2.89E-03 1.88E-03
6 1.94E-07 7.25E-08 4.78E-08 2.02E-03 7.94E-04 5.38E-04
7 1.94E-07 7.25E-08 4.78E-08 9.97E-05 9.78E-05 9.91E-05
8 1.94E-07 7.25E-08 4.78E-08 3.94E-03 1.50E-03 9.89E-04
9 1.94E-07 7.25E-08 4.78E-08 3.94E-03 1.49E-03 9.88E-04

10 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.50E-03 9.89E-04
11 1.78E-07 7.25E-08 4.88E-08 3.53E-03 1.47E-03 9.93E-04
12 1.78E-07 6.92E-08 5.04E-08 3.69E-03 1.44E-03 1.03E-03
13 1.92E-07 7.08E-08 4.89E-08 3.70E-03 1.41E-03 9.75E-04
14 1.94E-07 7.25E-08 4.78E-08 3.94E-03 1.51E-03 9.99E-04
15 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.49E-03 9.85E-04
16 1.94E-07 7.25E-08 4.78E-08 3.93E-03 1.48E-03 9.76E-04
17 1.94E-07 7.25E-08 4.78E-08 3.94E-03 1.49E-03 9.87E-04
18 1.94E-07 7.25E-08 4.78E-08 6.43E-05 5.20E-05 5.37E-05
19 1.94E-07 7.25E-08 4.78E-08 6.48E-05 5.24E-05 6.31E-05
20 1.94E-07 7.25E-08 4.78E-08 5.37E-05 5.31E-05 6.86E-05
21 1.94E-07 7.25E-08 4.78E-08 5.72E-05 5.32E-05 6.32E-05
22 1.94E-07 7.25E-08 4.78E-08 5.65E-05 5.63E-05 6.13E-05
23 1.94E-07 7.25E-08 4.78E-08 6.39E-05 6.71E-05 5.33E-05
24 1.94E-07 7.25E-08 4.78E-08 6.29E-05 5.10E-05 5.55E-05
25 1.94E-07 7.25E-08 4.78E-08 6.31E-05 5.10E-05 5.26E-05
26 1.78E-07 7.25E-08 4.88E-08 5.91E-05 5.05E-05 5.18E-05
27 1.78E-07 6.92E-08 5.04E-08 8.39E-04 4.82E-05 6.01E-05
28 1.94E-07 7.25E-08 4.78E-08 1.07E-04 5.19E-05 4.83E-05
29 1.94E-07 7.25E-08 4.78E-08 6.54E-05 8.02E-05 5.17E-05
30 1.94E-07 7.25E-08 4.78E-08 1.88E-03 2.94E-05 2.07E-05
31 1.94E-07 7.25E-08 4.78E-08 5.69E-05 1.72E-04 1.05E-04
32 1.94E-07 7.25E-08 4.78E-08 1.24E-04 5.12E-05 5.82E-05
33 1.94E-07 7.25E-08 4.78E-08 6.57E-05 5.12E-05 8.31E-05
34 1.94E-07 7.25E-08 4.78E-08 1.03E-03 5.54E-05 7.22E-05
35 1.94E-07 7.25E-08 4.78E-08 9.20E-05 5.37E-05 5.99E-05
36 1.94E-07 7.25E-08 4.78E-08 6.34E-05 5.20E-05 5.01E-05
37 1.94E-07 7.25E-08 4.78E-08 6.33E-05 5.18E-05 4.88E-05
38 1.94E-07 7.25E-08 4.78E-08 6.60E-05 5.17E-05 4.99E-05
39 1.94E-07 7.25E-08 4.78E-08 7.66E-05 7.25E-05 8.36E-05
40 1.94E-07 7.25E-08 4.78E-08 1.44E-03 7.40E-05 5.25E-05
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Table 4-6. Estimated surface concentrations (ppb) of Tracer and SO2 at 20:00L
at 5 km, 25 km, and 50 km downwind of the major point source for
the 41 test simulations.

Tracer SO2Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.53E-03 1.03E-03
1 1.63E-07 6.72E-08 4.55E-08 3.34E-03 1.43E-03 9.99E-04
2 2.23E-07 8.04E-08 5.69E-08 4.51E-03 1.67E-03 1.14E-03
3 6.35E-08 3.52E-08 2.23E-08 1.36E-03 7.97E-04 5.33E-04
4 6.11E-07 1.59E-07 1.05E-07 1.22E-02 3.25E-03 2.15E-03
5 1.94E-07 7.25E-08 4.78E-08 7.79E-03 2.97E-03 1.96E-03
6 1.94E-07 7.25E-08 4.78E-08 2.02E-03 8.17E-04 5.63E-04
7 1.94E-07 7.25E-08 4.78E-08 1.00E-04 1.00E-04 9.78E-05
8 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.53E-03 1.03E-03
9 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.53E-03 1.03E-03

10 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.53E-03 1.03E-03
11 1.88E-07 7.38E-08 4.89E-08 3.74E-03 1.52E-03 1.03E-03
12 1.98E-07 7.35E-08 4.69E-08 4.12E-03 1.59E-03 1.03E-03
13 1.88E-07 7.05E-08 4.91E-08 3.63E-03 1.42E-03 1.01E-03
14 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.53E-03 1.03E-03
15 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.53E-03 1.03E-03
16 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.53E-03 1.02E-03
17 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.53E-03 1.03E-03
18 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.09E-03 1.56E-05
19 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.09E-03 5.37E-05
20 1.94E-07 7.25E-08 4.78E-08 3.95E-03 6.56E-04 8.85E-05
21 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.09E-03 1.56E-05
22 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.13E-04 2.10E-05
23 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.08E-03 8.80E-05
24 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.08E-03 9.56E-06
25 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.07E-03 1.40E-05
26 1.88E-07 7.38E-08 4.89E-08 3.74E-03 1.07E-03 2.40E-06
27 1.98E-07 7.35E-08 4.69E-08 4.12E-03 1.31E-03 1.00E-04
28 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.10E-03 4.94E-05
29 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.05E-03 9.48E-05
30 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.34E-03 9.88E-05
31 1.94E-07 7.25E-08 4.78E-08 3.95E-03 9.40E-04 9.55E-05
32 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.08E-03 6.15E-05
33 1.94E-07 7.25E-08 4.78E-08 3.94E-03 1.09E-03 8.82E-05
34 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.26E-03 1.84E-05
35 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.07E-03 1.91E-05
36 1.94E-07 7.25E-08 4.78E-08 3.95E-03 9.90E-04 1.00E-04
37 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.09E-03 2.20E-05
38 1.94E-07 7.25E-08 4.78E-08 3.95E-03 1.09E-03 2.89E-05
39 1.94E-07 7.25E-08 4.78E-08 1.00E-04 9.99E-05 3.14E-05
40 1.94E-07 7.25E-08 4.78E-08 7.79E-03 2.32E-03 3.44E-05
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Table 4-7. Estimated surface concentrations (ppb) of NO and NO2 at 12:00L at
5 km, 25 km, and 50 km downwind of the major point source for the
41 test simulations.

NO NO2Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 1.86E-03 4.18E-04 3.57E-04 3.68E-03 4.17E-04 3.33E-04
1 1.58E-03 8.70E-04 6.58E-04 3.68E-03 7.42E-04 3.04E-04
2 1.62E-03 2.84E-04 2.49E-04 3.76E-03 7.83E-04 7.05E-05
3 8.40E-04 4.83E-04 2.44E-04 2.36E-03 5.03E-04 2.68E-04
4 4.60E-03 7.55E-04 6.05E-04 9.44E-03 1.41E-03 7.65E-04
5 1.87E-03 3.74E-04 9.46E-05 3.67E-03 2.96E-04 4.13E-04
6 1.86E-03 3.72E-04 3.10E-04 3.69E-03 2.98E-04 2.64E-04
7 1.86E-03 3.38E-04 1.28E-04 3.68E-03 3.38E-04 6.45E-04
8 3.10E-03 5.75E-04 2.79E-04 6.35E-03 5.21E-04 1.63E-03
9 1.26E-03 5.11E-04 5.01E-04 2.31E-03 9.62E-04 4.62E-04

10 8.67E-04 2.42E-04 2.86E-05 1.55E-03 3.65E-04 5.76E-04
11 2.32E-03 8.14E-04 4.81E-04 3.21E-03 4.73E-04 1.49E-04
12 1.28E-03 1.35E-04 2.05E-04 3.82E-03 4.22E-04 2.95E-04
13 2.79E-03 1.38E-03 3.44E-04 2.90E-03 5.98E-04 3.06E-04
14 2.06E-03 7.01E-04 6.15E-04 3.73E-03 5.11E-04 4.79E-04
15 1.78E-03 4.79E-04 5.37E-04 3.61E-03 2.65E-04 7.20E-04
16 1.69E-03 2.09E-04 4.82E-04 3.55E-03 4.04E-04 7.94E-04
17 1.86E-03 3.81E-04 4.98E-04 3.67E-03 2.73E-04 2.29E-04
18 1.86E-03 5.24E-04 4.24E-04 3.67E-03 5.06E-04 1.54E-03
19 1.86E-03 5.24E-04 4.24E-04 3.67E-03 5.06E-04 1.54E-03
20 1.86E-03 5.24E-04 4.24E-04 3.67E-03 5.06E-04 1.54E-03
21 1.86E-03 5.24E-04 4.24E-04 3.67E-03 5.06E-04 1.54E-03
22 1.86E-03 5.24E-04 4.24E-04 3.67E-03 5.06E-04 1.54E-03
23 1.86E-03 5.24E-04 4.24E-04 3.67E-03 5.06E-04 1.54E-03
24 1.86E-03 5.24E-04 4.24E-04 3.67E-03 5.06E-04 1.54E-03
25 1.86E-03 5.24E-04 4.24E-04 3.67E-03 5.06E-04 1.54E-03
26 2.32E-03 8.07E-04 3.79E-04 3.19E-03 5.11E-04 2.87E-04
27 1.28E-03 1.17E-04 8.36E-06 3.82E-03 2.77E-04 5.10E-04
28 1.91E-03 4.35E-04 6.30E-04 3.67E-03 9.66E-04 7.62E-04
29 1.77E-03 4.93E-04 8.02E-05 3.60E-03 5.24E-04 6.32E-04
30 1.86E-03 3.43E-04 1.24E-04 3.66E-03 3.99E-04 7.22E-04
31 1.89E-03 3.48E-04 1.28E-04 3.76E-03 3.96E-04 5.48E-04
32 4.61E-03 1.04E-03 1.79E-04 1.35E-03 3.62E-04 6.12E-04
33 1.06E-03 1.82E-04 1.02E-04 4.18E-03 1.68E-04 2.11E-04
34 1.86E-03 4.20E-04 6.42E-05 3.68E-03 4.19E-04 5.05E-04
35 1.86E-03 4.20E-04 6.42E-05 3.68E-03 4.19E-04 5.05E-04
36 1.86E-03 6.07E-04 6.22E-05 3.68E-03 7.31E-04 4.07E-04
37 2.03E-03 6.29E-04 3.34E-04 3.60E-03 3.78E-04 2.76E-04
38 1.58E-03 2.93E-04 1.19E-04 3.73E-03 4.37E-04 1.13E-03
39 1.86E-03 3.74E-04 3.96E-04 3.68E-03 2.75E-04 8.26E-05
40 1.87E-03 3.48E-04 6.39E-05 3.66E-03 3.38E-04 4.82E-04
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Table 4-8 Estimated surface concentrations (ppb) of NO and NO2 at 16:00L at
5 km, 25 km, and 50 km downwind of the major point source for the
41 test simulations.

NO NO2Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 1.72E-03 4.62E-04 1.63E-04 4.08E-03 4.35E-04 2.84E-04
1 1.55E-03 1.05E-03 6.06E-04 3.79E-03 1.27E-03 7.08E-04
2 1.59E-03 2.49E-04 1.40E-04 4.28E-03 6.87E-04 8.19E-04
3 7.98E-04 4.85E-04 2.03E-04 2.49E-03 4.94E-04 3.05E-04
4 4.06E-03 8.88E-04 2.13E-04 1.02E-02 1.35E-03 4.03E-04
5 1.73E-03 4.67E-04 1.37E-04 4.05E-03 4.42E-04 6.12E-04
6 1.70E-03 4.74E-04 4.25E-04 4.11E-03 4.12E-04 4.10E-04
7 1.73E-03 4.79E-04 1.89E-04 4.06E-03 1.18E-03 1.69E-03
8 2.78E-03 7.50E-04 2.37E-04 6.95E-03 9.46E-04 2.09E-04
9 1.21E-03 3.95E-04 2.34E-04 2.63E-03 3.58E-04 2.26E-04

10 7.20E-04 3.52E-04 2.11E-04 1.32E-03 3.65E-04 1.10E-03
11 1.95E-03 9.24E-04 2.69E-04 3.51E-03 4.78E-04 3.59E-04
12 1.24E-03 2.18E-04 4.33E-05 4.07E-03 3.60E-04 2.27E-04
13 2.48E-03 1.35E-03 2.84E-04 3.19E-03 5.93E-04 3.25E-04
14 1.81E-03 7.51E-04 4.06E-04 4.08E-03 7.16E-04 1.46E-04
15 1.70E-03 4.50E-04 2.62E-04 4.02E-03 7.09E-04 1.28E-03
16 1.66E-03 3.58E-04 1.31E-04 4.02E-03 3.38E-04 3.22E-04
17 1.72E-03 3.89E-04 4.11E-04 4.02E-03 4.04E-04 1.54E-03
18 1.69E-03 4.94E-04 2.40E-04 4.07E-03 4.52E-04 3.35E-04
19 1.69E-03 4.39E-04 1.71E-04 4.07E-03 3.68E-04 4.41E-04
20 1.67E-03 3.92E-04 2.32E-04 4.06E-03 3.73E-04 6.27E-04
21 1.69E-03 5.67E-04 2.02E-04 4.06E-03 5.92E-04 4.67E-04
22 1.69E-03 3.82E-04 2.09E-04 4.04E-03 3.97E-04 3.49E-04
23 1.69E-03 5.75E-04 2.97E-04 4.07E-03 9.21E-04 1.75E-04
24 1.68E-03 4.45E-04 3.74E-04 4.08E-03 3.50E-04 1.52E-04
25 1.68E-03 4.44E-04 3.59E-04 4.09E-03 3.53E-04 9.41E-05
26 1.95E-03 9.03E-04 3.24E-04 3.49E-03 4.61E-04 2.07E-04
27 1.15E-03 2.70E-04 1.02E-05 3.97E-03 5.09E-04 5.08E-04
28 1.65E-03 4.70E-04 4.19E-04 4.17E-03 4.58E-04 3.99E-04
29 1.63E-03 5.96E-04 2.57E-04 4.07E-03 1.63E-03 2.08E-04
30 1.68E-03 7.45E-04 4.66E-04 4.02E-03 9.37E-04 6.01E-04
31 1.69E-03 4.66E-04 5.17E-04 4.05E-03 1.14E-03 9.92E-04
32 4.46E-03 1.78E-03 4.97E-04 1.63E-03 5.48E-04 3.53E-04
33 9.58E-04 1.89E-04 1.05E-04 4.61E-03 3.46E-04 1.67E-03
34 1.68E-03 5.77E-04 1.66E-04 4.02E-03 5.60E-04 6.05E-04
35 1.63E-03 4.41E-04 1.37E-04 4.20E-03 4.62E-04 3.35E-04
36 1.68E-03 4.62E-04 3.93E-04 4.08E-03 3.45E-04 3.75E-04
37 1.79E-03 7.83E-04 5.81E-04 4.02E-03 6.99E-04 5.07E-04
38 1.51E-03 3.66E-04 2.87E-04 4.13E-03 2.62E-04 3.27E-04
39 1.63E-03 4.67E-04 1.94E-04 4.14E-03 1.12E-03 1.72E-03
40 1.64E-03 6.99E-04 2.84E-04 4.11E-03 1.56E-03 3.03E-04
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Table 4-9 Estimated surface concentrations (ppb) of NO and NO2 at 20:00L at
5 km, 25 km, and 50 km downwind of the major point source for the
41 test simulations.

NO NO2Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 5.79E-05 9.06E-05 6.32E-05 5.99E-03 3.33E-03 6.96E-04
1 8.41E-05 4.50E-05 6.23E-05 5.45E-03 3.12E-03 3.02E-03
2 6.77E-05 6.84E-05 5.26E-05 6.42E-03 2.28E-03 9.48E-04
3 6.34E-05 9.12E-05 6.13E-05 3.30E-03 2.62E-03 1.73E-03
4 5.14E-05 7.53E-05 9.13E-05 1.42E-02 4.83E-03 2.03E-03
5 5.80E-05 9.01E-05 6.03E-05 5.99E-03 3.28E-03 7.37E-04
6 5.80E-05 8.93E-05 5.87E-05 6.06E-03 3.33E-03 7.27E-04
7 5.81E-05 8.29E-05 6.86E-05 5.98E-03 3.29E-03 7.14E-04
8 5.80E-05 8.02E-05 7.45E-05 9.82E-03 4.65E-03 1.23E-03
9 5.79E-05 7.38E-05 7.43E-05 4.09E-03 2.55E-03 5.85E-04

10 5.78E-05 6.73E-05 6.65E-05 2.18E-03 1.87E-03 3.79E-04
11 5.79E-05 7.35E-05 5.38E-05 5.78E-03 3.29E-03 1.18E-03
12 7.69E-05 7.94E-05 5.92E-05 6.27E-03 3.18E-03 7.39E-04
13 5.73E-05 6.13E-05 6.01E-05 5.69E-03 3.24E-03 1.74E-03
14 5.79E-05 7.60E-05 6.77E-05 5.95E-03 3.25E-03 9.99E-04
15 6.41E-05 7.96E-05 5.43E-05 6.03E-03 3.27E-03 5.98E-04
16 5.79E-05 9.42E-05 5.76E-05 5.93E-03 3.29E-03 5.48E-04
17 5.79E-05 9.30E-05 8.10E-05 6.01E-03 3.30E-03 1.44E-03
18 5.78E-05 8.49E-05 7.89E-05 6.01E-03 3.36E-03 1.19E-03
19 5.79E-05 9.11E-05 5.34E-05 5.97E-03 3.37E-03 8.57E-04
20 5.79E-05 8.95E-05 9.08E-05 5.98E-03 3.32E-03 1.95E-03
21 5.79E-05 9.60E-05 5.90E-05 5.98E-03 3.38E-03 6.60E-04
22 5.79E-05 9.39E-05 7.46E-05 5.97E-03 3.37E-03 9.16E-04
23 5.79E-05 8.26E-05 6.19E-05 5.98E-03 3.36E-03 1.95E-03
24 5.79E-05 8.32E-05 6.13E-05 5.98E-03 3.38E-03 7.05E-04
25 5.79E-05 8.67E-05 5.46E-05 5.98E-03 3.37E-03 8.19E-04
26 5.53E-05 6.16E-05 6.38E-05 5.73E-03 3.36E-03 1.33E-03
27 7.31E-05 7.86E-05 1.06E-04 6.12E-03 3.35E-03 2.00E-03
28 5.80E-05 7.33E-05 7.03E-05 5.98E-03 3.29E-03 9.88E-04
29 5.79E-05 9.67E-05 7.34E-05 5.99E-03 3.37E-03 1.60E-03
30 6.80E-05 7.72E-05 8.54E-05 6.13E-03 3.36E-03 1.64E-03
31 5.73E-05 8.88E-05 7.51E-05 6.14E-03 3.37E-03 2.00E-03
32 1.16E-04 6.32E-05 8.16E-05 5.96E-03 3.69E-03 2.48E-03
33 5.80E-05 8.07E-05 5.98E-05 5.58E-03 2.89E-03 1.02E-03
34 5.79E-05 7.80E-05 6.98E-05 5.98E-03 3.28E-03 7.30E-04
35 5.79E-05 8.74E-05 6.10E-05 5.98E-03 3.39E-03 7.85E-04
36 6.12E-05 8.52E-05 5.55E-05 5.99E-03 3.43E-03 2.01E-03
37 5.78E-05 8.12E-05 5.95E-05 5.99E-03 3.36E-03 1.33E-03
38 6.31E-05 7.30E-05 7.17E-05 6.04E-03 3.12E-03 5.42E-04
39 5.79E-05 8.13E-05 6.90E-05 5.98E-03 3.34E-03 1.11E-03
40 5.80E-05 7.71E-05 6.63E-05 5.99E-03 3.31E-03 1.20E-03
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Table 4-10. Estimated surface concentrations (ppb) of Ozone and H2O2 at 12:00L
at 5 km, 25 km, and 50 km downwind of the major point source for
the 41 test simulations.

Ozone H2O2Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 5.78E-02 8.57E-02 1.09E-01 2.94E-03 3.28E-03 4.07E-03
1 5.41E-02 7.26E-02 8.96E-02 3.00E-03 2.95E-03 3.44E-03
2 6.12E-02 9.72E-02 1.24E-01 2.91E-03 3.81E-03 5.03E-03
3 5.58E-02 8.03E-02 1.02E-01 2.99E-03 3.29E-03 4.29E-03
4 5.44E-02 8.13E-02 1.03E-01 2.94E-03 3.01E-03 3.57E-03
5 5.67E-02 8.59E-02 9.97E-02 2.94E-03 3.32E-03 4.59E-03
6 5.78E-02 8.61E-02 1.03E-01 2.94E-03 3.32E-03 4.26E-03
7 5.78E-02 8.64E-02 9.84E-02 2.94E-03 3.36E-03 4.52E-03
8 5.60E-02 8.72E-02 9.99E-02 2.94E-03 3.10E-03 3.85E-03
9 5.86E-02 8.23E-02 1.02E-01 2.95E-03 3.24E-03 3.93E-03

10 5.85E-02 8.11E-02 9.20E-02 2.99E-03 3.60E-03 4.92E-03
11 5.71E-02 8.27E-02 1.03E-01 2.96E-03 2.81E-03 3.23E-03
12 6.07E-02 9.13E-02 1.09E-01 2.95E-03 4.89E-03 6.79E-03
13 5.48E-02 7.78E-02 9.81E-02 2.96E-03 2.73E-03 2.89E-03
14 5.55E-02 8.07E-02 1.03E-01 2.95E-03 2.69E-03 2.95E-03
15 5.77E-02 8.69E-02 1.02E-01 2.94E-03 3.63E-03 4.99E-03
16 5.84E-02 8.56E-02 1.03E-01 2.95E-03 4.22E-03 5.67E-03
17 5.79E-02 8.62E-02 1.01E-01 2.94E-03 3.32E-03 4.14E-03
18 5.79E-02 8.62E-02 1.04E-01 2.94E-03 3.21E-03 3.91E-03
19 5.79E-02 8.62E-02 1.04E-01 2.94E-03 3.21E-03 3.91E-03
20 5.79E-02 8.62E-02 1.04E-01 2.94E-03 3.21E-03 3.91E-03
21 5.79E-02 8.62E-02 1.04E-01 2.94E-03 3.21E-03 3.91E-03
22 5.79E-02 8.62E-02 1.04E-01 2.94E-03 3.21E-03 3.91E-03
23 5.79E-02 8.62E-02 1.04E-01 2.94E-03 3.21E-03 3.91E-03
24 5.79E-02 8.62E-02 1.04E-01 2.94E-03 3.21E-03 3.91E-03
25 5.79E-02 8.62E-02 1.04E-01 2.94E-03 3.21E-03 3.91E-03
26 5.71E-02 8.26E-02 1.04E-01 2.94E-03 2.85E-03 3.32E-03
27 6.07E-02 9.16E-02 9.70E-02 2.95E-03 5.02E-03 7.93E-03
28 5.66E-02 8.32E-02 1.01E-01 8.86E-06 6.85E-04 1.94E-03
29 5.75E-02 8.82E-02 1.09E-01 9.75E-03 9.41E-03 9.78E-03
30 5.70E-02 8.54E-02 1.01E-01 2.94E-03 3.32E-03 4.33E-03
31 5.69E-02 8.55E-02 1.02E-01 2.95E-03 3.30E-03 4.26E-03
32 1.38E-02 5.20E-02 7.33E-02 2.94E-03 2.70E-03 3.55E-03
33 1.04E-01 1.25E-01 1.35E-01 2.96E-03 3.98E-03 5.46E-03
34 5.78E-02 8.58E-02 9.63E-02 2.94E-03 3.31E-03 4.67E-03
35 5.78E-02 8.58E-02 9.63E-02 2.94E-03 3.31E-03 4.67E-03
36 5.76E-02 8.33E-02 9.66E-02 2.94E-03 3.23E-03 4.68E-03
37 5.51E-02 7.52E-02 9.14E-02 2.93E-03 2.59E-03 2.93E-03
38 6.09E-02 9.41E-02 1.10E-01 2.98E-03 4.32E-03 6.26E-03
39 5.78E-02 8.63E-02 1.08E-01 2.94E-03 3.32E-03 4.18E-03
40 5.67E-02 8.60E-02 9.59E-02 2.94E-03 3.35E-03 4.71E-03
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Table 4-11. Estimated surface concentrations (ppb) of Ozone and H2O2 at 16:00L
at 5 km, 25 km, and 50 km downwind of the major point source for
the 41 test simulations.

Ozone H2O2Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 5.57E-02 8.12E-02 1.04E-01 2.96E-03 3.04E-03 4.29E-03
1 5.39E-02 6.71E-02 8.24E-02 2.99E-03 2.92E-03 3.06E-03
2 5.85E-02 1.00E-01 1.43E-01 2.93E-03 3.99E-03 6.85E-03
3 5.53E-02 7.60E-02 9.63E-02 2.98E-03 3.10E-03 4.07E-03
4 5.39E-02 7.60E-02 1.07E-01 2.96E-03 2.81E-03 4.12E-03
5 5.51E-02 8.09E-02 1.02E-01 2.96E-03 3.04E-03 4.35E-03
6 5.58E-02 8.12E-02 1.06E-01 2.97E-03 3.04E-03 4.21E-03
7 5.63E-02 8.01E-02 1.04E-01 2.96E-03 3.00E-03 4.17E-03
8 5.51E-02 8.01E-02 1.09E-01 2.97E-03 2.93E-03 4.12E-03
9 5.64E-02 7.95E-02 1.04E-01 2.97E-03 3.10E-03 4.24E-03

10 5.71E-02 7.85E-02 9.92E-02 2.98E-03 3.22E-03 4.50E-03
11 5.56E-02 7.78E-02 1.02E-01 2.97E-03 2.76E-03 3.36E-03
12 5.75E-02 8.64E-02 1.11E-01 2.95E-03 4.01E-03 7.78E-03
13 5.49E-02 7.35E-02 9.66E-02 2.97E-03 2.72E-03 2.88E-03
14 5.44E-02 7.54E-02 1.01E-01 2.96E-03 2.70E-03 2.86E-03
15 5.56E-02 7.98E-02 1.02E-01 2.96E-03 3.26E-03 4.83E-03
16 5.57E-02 8.21E-02 1.07E-01 2.97E-03 3.56E-03 6.15E-03
17 5.52E-02 8.19E-02 1.06E-01 2.97E-03 3.31E-03 4.31E-03
18 5.52E-02 8.33E-02 1.03E-01 2.77E-03 5.20E-03 7.43E-03
19 5.52E-02 8.32E-02 1.01E-01 2.77E-03 5.20E-03 7.37E-03
20 5.58E-02 8.22E-02 1.06E-01 3.08E-03 1.03E-02 1.41E-02
21 5.59E-02 8.22E-02 1.07E-01 2.99E-03 3.16E-03 4.56E-03
22 5.59E-02 8.17E-02 1.06E-01 3.17E-03 1.22E-02 1.77E-02
23 5.52E-02 8.16E-02 1.04E-01 2.77E-03 3.79E-03 4.42E-03
24 5.51E-02 8.31E-02 1.08E-01 2.78E-03 2.38E-03 2.53E-03
25 5.51E-02 8.31E-02 1.08E-01 2.83E-03 1.95E-03 1.92E-03
26 5.55E-02 7.92E-02 1.03E-01 2.97E-03 2.80E-03 3.51E-03
27 5.76E-02 8.81E-02 9.80E-02 2.20E-03 6.73E-03 1.23E-02
28 5.48E-02 8.14E-02 1.08E-01 4.33E-05 2.94E-03 5.00E-03
29 5.56E-02 8.03E-02 1.13E-01 9.93E-03 1.08E-02 1.24E-02
30 5.56E-02 8.03E-02 1.07E-01 1.66E-03 2.89E-03 4.30E-03
31 5.65E-02 8.09E-02 1.06E-01 3.04E-03 4.66E-03 7.05E-03
32 1.20E-02 4.62E-02 8.37E-02 2.99E-03 3.80E-03 6.16E-03
33 1.01E-01 1.22E-01 1.36E-01 2.79E-03 6.41E-03 8.06E-03
34 5.56E-02 8.22E-02 1.08E-01 1.89E-03 4.84E-03 7.54E-03
35 5.48E-02 8.28E-02 1.08E-01 3.01E-03 5.37E-03 8.00E-03
36 5.59E-02 8.29E-02 1.08E-01 3.06E-03 6.34E-03 8.00E-03
37 5.39E-02 7.11E-02 9.56E-02 2.72E-03 3.65E-03 4.91E-03
38 5.71E-02 9.09E-02 1.18E-01 2.82E-03 7.06E-03 1.00E-02
39 5.57E-02 8.13E-02 1.06E-01 3.03E-03 5.09E-03 7.23E-03
40 5.51E-02 7.74E-02 1.04E-01 2.20E-03 4.20E-03 7.25E-03
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Table 4-12. Estimated surface concentrations (ppb) of Ozone and H2O2 at 20:00L
at 5 km, 25 km, and 50 km downwind of the major point source for
the 41 test simulations.

Ozone H2O2Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 5.35E-02 5.36E-02 6.61E-02 3.00E-03 3.01E-03 2.94E-03
1 5.36E-02 5.28E-02 5.31E-02 3.00E-03 3.02E-03 3.01E-03
2 5.30E-02 6.13E-02 1.05E-01 3.01E-03 3.04E-03 4.58E-03
3 5.38E-02 5.40E-02 6.43E-02 3.00E-03 3.00E-03 3.02E-03
4 5.31E-02 5.20E-02 6.31E-02 3.00E-03 3.01E-03 2.91E-03
5 5.35E-02 5.35E-02 6.61E-02 3.00E-03 3.02E-03 2.94E-03
6 5.35E-02 5.36E-02 6.61E-02 3.00E-03 3.01E-03 2.94E-03
7 5.34E-02 5.35E-02 6.64E-02 3.00E-03 3.02E-03 2.94E-03
8 5.35E-02 5.30E-02 6.58E-02 3.00E-03 3.01E-03 2.88E-03
9 5.35E-02 5.36E-02 6.59E-02 3.00E-03 3.02E-03 2.98E-03

10 5.36E-02 5.39E-02 6.55E-02 3.00E-03 3.02E-03 3.03E-03
11 5.36E-02 5.35E-02 6.33E-02 3.00E-03 3.01E-03 2.87E-03
12 5.37E-02 5.37E-02 6.89E-02 3.00E-03 3.01E-03 3.20E-03
13 5.37E-02 5.32E-02 6.13E-02 3.00E-03 3.01E-03 2.88E-03
14 5.31E-02 5.29E-02 6.35E-02 3.00E-03 3.01E-03 2.84E-03
15 5.33E-02 5.31E-02 6.65E-02 3.00E-03 3.01E-03 3.02E-03
16 5.31E-02 5.34E-02 6.71E-02 3.00E-03 3.01E-03 3.09E-03
17 5.35E-02 5.36E-02 6.34E-02 3.00E-03 3.01E-03 2.98E-03
18 5.35E-02 5.31E-02 6.59E-02 3.00E-03 3.01E-03 3.86E-03
19 5.35E-02 5.34E-02 6.63E-02 3.00E-03 3.01E-03 4.05E-03
20 5.35E-02 5.33E-02 6.68E-02 3.00E-03 2.96E-03 6.46E-03
21 5.35E-02 5.40E-02 6.71E-02 3.00E-03 3.01E-03 2.97E-03
22 5.35E-02 5.37E-02 6.64E-02 3.00E-03 3.00E-03 7.45E-03
23 5.35E-02 5.33E-02 6.41E-02 3.00E-03 3.01E-03 3.25E-03
24 5.35E-02 5.33E-02 6.63E-02 3.00E-03 3.01E-03 3.02E-03
25 5.35E-02 5.34E-02 6.64E-02 3.00E-03 3.01E-03 2.94E-03
26 5.36E-02 5.32E-02 6.27E-02 3.00E-03 3.02E-03 3.44E-03
27 5.33E-02 5.38E-02 6.71E-02 3.00E-03 3.01E-03 3.86E-03
28 5.35E-02 5.29E-02 6.59E-02 5.07E-06 2.44E-05 1.44E-03
29 5.35E-02 5.40E-02 6.84E-02 1.00E-02 9.98E-03 1.03E-02
30 5.37E-02 5.34E-02 6.58E-02 3.00E-03 3.01E-03 3.01E-03
31 5.34E-02 5.34E-02 6.43E-02 3.00E-03 3.01E-03 3.76E-03
32 7.47E-03 8.98E-03 2.46E-02 3.00E-03 3.00E-03 3.18E-03
33 9.88E-02 9.87E-02 1.08E-01 3.01E-03 3.03E-03 4.52E-03
34 5.35E-02 5.33E-02 6.65E-02 3.00E-03 3.01E-03 3.87E-03
35 5.35E-02 5.34E-02 6.66E-02 3.00E-03 3.01E-03 4.07E-03
36 5.31E-02 5.38E-02 6.61E-02 3.00E-03 3.01E-03 4.51E-03
37 5.35E-02 5.35E-02 5.98E-02 3.00E-03 2.96E-03 3.15E-03
38 5.34E-02 5.36E-02 7.21E-02 3.01E-03 3.03E-03 5.33E-03
39 5.34E-02 5.34E-02 6.68E-02 3.00E-03 3.01E-03 4.15E-03
40 5.33E-02 5.32E-02 6.66E-02 3.00E-03 3.01E-03 3.97E-03
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Table 4-13. Estimated surface concentrations (ppb) of HNO3 and NH3 at 12:00L
at 5 km, 25 km, and 50 km downwind of the major point source for
the 41 test simulations.

HNO3 NH3Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 3.19E-04 9.74E-04 1.33E-03 5.02E-03 4.59E-03 4.81E-03
1 2.68E-04 7.33E-04 9.61E-04 5.23E-03 4.83E-03 4.49E-03
2 5.71E-04 1.19E-03 1.68E-03 4.85E-03 4.56E-03 4.47E-03
3 1.94E-04 2.14E-04 1.40E-04 5.18E-03 4.37E-03 3.95E-03
4 5.77E-04 1.82E-03 2.35E-03 5.19E-03 5.14E-03 5.13E-03
5 3.26E-04 9.77E-04 1.13E-03 4.99E-03 4.36E-03 4.29E-03
6 3.19E-04 1.00E-03 1.22E-03 5.03E-03 4.51E-03 4.38E-03
7 3.19E-04 1.01E-03 1.13E-03 5.05E-03 4.55E-03 4.50E-03
8 3.63E-04 1.19E-03 1.32E-03 4.99E-03 4.45E-03 5.15E-03
9 3.00E-04 8.00E-04 1.16E-03 5.03E-03 4.88E-03 4.57E-03

10 2.35E-04 6.73E-04 8.53E-04 5.15E-03 4.67E-03 4.54E-03
11 2.19E-05 1.06E-05 1.81E-06 4.79E-03 3.75E-03 3.95E-03
12 7.93E-04 2.02E-03 2.53E-03 5.18E-03 5.10E-03 5.12E-03
13 1.74E-06 1.23E-06 8.08E-07 4.85E-03 4.10E-03 3.52E-03
14 3.67E-04 1.38E-03 2.04E-03 5.22E-03 5.17E-03 5.21E-03
15 9.22E-05 1.21E-04 1.34E-04 4.65E-03 4.06E-03 4.76E-03
16 3.01E-05 2.82E-05 3.00E-05 4.32E-03 3.24E-03 4.46E-03
17 3.21E-04 9.93E-04 1.16E-03 5.01E-03 4.46E-03 4.40E-03
18 3.21E-04 9.76E-04 1.24E-03 5.01E-03 4.69E-03 4.36E-03
19 3.21E-04 9.76E-04 1.24E-03 5.01E-03 4.69E-03 4.36E-03
20 3.21E-04 9.76E-04 1.24E-03 5.01E-03 4.69E-03 4.36E-03
21 3.21E-04 9.76E-04 1.24E-03 5.01E-03 4.69E-03 4.36E-03
22 3.21E-04 9.76E-04 1.24E-03 5.01E-03 4.69E-03 4.36E-03
23 3.21E-04 9.76E-04 1.24E-03 5.01E-03 4.69E-03 4.36E-03
24 3.21E-04 9.76E-04 1.24E-03 5.01E-03 4.69E-03 4.36E-03
25 3.21E-04 9.76E-04 1.24E-03 5.01E-03 4.69E-03 4.36E-03
26 2.09E-05 1.19E-05 7.37E-06 4.73E-03 3.89E-03 3.93E-03
27 7.92E-04 2.03E-03 2.09E-03 5.18E-03 5.08E-03 5.09E-03
28 3.10E-04 9.33E-04 1.15E-03 5.03E-03 4.53E-03 5.01E-03
29 3.74E-04 1.02E-03 1.33E-03 4.97E-03 4.70E-03 4.42E-03
30 5.12E-04 1.66E-03 2.01E-03 3.07E-04 2.35E-04 2.41E-04
31 1.11E-04 9.63E-05 1.03E-04 2.47E-02 2.35E-02 2.31E-02
32 2.02E-04 8.01E-04 9.66E-04 5.11E-03 4.59E-03 4.46E-03
33 4.34E-04 1.07E-03 1.31E-03 4.98E-03 4.46E-03 4.52E-03
34 3.19E-04 9.75E-04 1.07E-03 5.02E-03 4.58E-03 4.49E-03
35 3.19E-04 9.75E-04 1.07E-03 5.02E-03 4.58E-03 4.49E-03
36 0.00E+00 0.00E+00 0.00E+00 5.70E-03 5.70E-03 5.70E-03
37 3.24E-04 1.43E-03 1.92E-03 5.01E-03 4.11E-03 3.90E-03
38 3.27E-04 6.97E-04 8.43E-04 5.02E-03 4.70E-03 4.83E-03
39 3.19E-04 1.01E-03 1.32E-03 5.05E-03 4.56E-03 4.37E-03
40 3.26E-04 9.77E-04 1.05E-03 4.99E-03 4.36E-03 4.36E-03
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Table 4-14. Estimated surface concentrations (ppb) of HNO3 and NH3 at 16:00L
at 5 km, 25 km, and 50 km downwind of the major point source for
the 41 test simulations.

HNO3 NH3Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 2.41E-04 8.97E-04 1.24E-03 5.09E-03 4.54E-03 4.26E-03
1 2.43E-04 5.80E-04 8.38E-04 5.21E-03 5.03E-03 4.84E-03
2 4.19E-04 1.25E-03 1.81E-03 4.96E-03 4.37E-03 4.49E-03
3 1.56E-04 1.81E-04 1.36E-04 5.09E-03 4.33E-03 4.15E-03
4 4.27E-04 1.62E-03 2.49E-03 5.21E-03 5.11E-03 5.07E-03
5 2.43E-04 8.82E-04 1.16E-03 5.07E-03 4.46E-03 4.53E-03
6 2.39E-04 9.06E-04 1.30E-03 5.12E-03 4.58E-03 4.38E-03
7 2.41E-04 8.90E-04 1.24E-03 5.12E-03 4.92E-03 5.14E-03
8 2.59E-04 1.01E-03 1.43E-03 5.09E-03 4.71E-03 4.37E-03
9 2.26E-04 7.55E-04 1.19E-03 5.12E-03 4.64E-03 4.33E-03

10 2.02E-04 6.44E-04 9.84E-04 5.11E-03 4.75E-03 4.65E-03
11 2.22E-05 6.36E-06 5.69E-06 4.85E-03 3.81E-03 3.84E-03
12 5.15E-04 1.81E-03 2.61E-03 5.22E-03 5.11E-03 5.07E-03
13 1.63E-06 1.02E-06 8.87E-07 4.89E-03 4.10E-03 3.50E-03
14 3.12E-04 1.21E-03 1.96E-03 5.23E-03 5.18E-03 5.15E-03
15 7.96E-05 1.12E-04 1.30E-04 4.81E-03 4.15E-03 3.83E-03
16 3.35E-05 2.74E-05 2.58E-05 4.72E-03 3.34E-03 3.82E-03
17 1.39E-04 4.03E-04 1.80E-04 4.96E-03 3.86E-03 4.26E-03
18 4.06E-05 2.94E-05 3.05E-05 4.12E-03 2.61E-03 1.14E-03
19 5.65E-05 4.12E-05 4.98E-05 4.11E-03 1.67E-03 1.30E-03
20 3.51E-05 3.01E-05 3.88E-05 4.14E-03 2.55E-03 1.84E-03
21 3.23E-05 3.13E-05 3.56E-05 4.15E-03 3.24E-03 1.87E-03
22 4.53E-05 4.43E-05 4.82E-05 4.10E-03 2.20E-03 1.99E-03
23 4.08E-05 3.78E-05 3.04E-05 4.15E-03 3.26E-03 9.62E-04
24 4.13E-05 2.88E-05 3.14E-05 4.27E-03 1.68E-03 1.92E-03
25 4.17E-05 2.88E-05 2.97E-05 4.39E-03 1.67E-03 1.89E-03
26 1.25E-06 1.03E-06 1.06E-06 4.14E-03 1.65E-03 1.80E-03
27 1.20E-04 9.90E-05 1.22E-04 2.21E-03 3.16E-03 1.28E-03
28 6.59E-05 4.08E-05 3.81E-05 4.19E-03 1.74E-03 3.14E-03
29 5.61E-05 6.22E-05 4.07E-05 4.54E-03 4.73E-03 2.08E-03
30 1.21E-04 1.17E-04 9.58E-05 2.19E-04 2.09E-04 1.71E-04
31 1.15E-05 1.49E-05 1.12E-05 2.40E-02 2.16E-02 2.22E-02
32 5.94E-05 4.06E-05 4.58E-05 4.63E-03 2.87E-03 1.41E-03
33 5.64E-05 4.02E-05 6.52E-05 4.04E-03 2.62E-03 4.69E-03
34 4.97E-05 4.48E-05 5.78E-05 2.43E-03 3.15E-03 1.80E-03
35 7.16E-05 4.22E-05 4.70E-05 5.01E-03 2.26E-03 1.55E-03
36 4.30E-18 0.00E+00 0.00E+00 8.56E-03 5.58E-03 5.63E-03
37 5.66E-05 4.29E-05 3.84E-05 4.14E-03 1.95E-03 2.95E-03
38 5.63E-05 4.08E-05 3.94E-05 4.08E-03 2.05E-03 3.38E-03
39 6.09E-05 5.69E-05 6.57E-05 4.77E-03 3.76E-03 4.73E-03
40 6.41E-05 5.89E-05 4.16E-05 3.81E-03 4.39E-03 9.25E-04
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Table 4-15. Estimated surface concentrations (ppb) of HNO3 and NH3 at 20:00L
at 5 km, 25 km, and 50 km downwind of the major point source for
the 41 test simulations.

HNO3 NH3Run
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 1.76E-04 2.18E-04 8.31E-04 5.16E-03 5.18E-03 4.63E-03
1 2.05E-04 2.56E-04 2.54E-04 5.24E-03 5.12E-03 5.03E-03
2 2.27E-04 6.24E-04 1.61E-03 5.15E-03 5.08E-03 4.76E-03
3 1.48E-04 1.82E-04 9.68E-05 5.14E-03 5.16E-03 4.81E-03
4 3.16E-04 4.47E-04 1.33E-03 5.24E-03 5.23E-03 5.19E-03
5 1.75E-04 2.23E-04 8.25E-04 5.16E-03 5.17E-03 4.59E-03
6 1.74E-04 2.18E-04 8.31E-04 5.16E-03 5.18E-03 4.66E-03
7 1.73E-04 2.26E-04 8.28E-04 5.15E-03 5.17E-03 4.67E-03
8 1.79E-04 2.36E-04 9.31E-04 5.15E-03 5.14E-03 4.58E-03
9 1.61E-04 2.29E-04 7.38E-04 5.16E-03 5.14E-03 4.69E-03

10 1.50E-04 2.27E-04 6.70E-04 5.16E-03 5.12E-03 4.73E-03
11 2.15E-05 2.31E-05 4.85E-06 4.94E-03 4.87E-03 3.98E-03
12 2.60E-04 4.26E-04 1.55E-03 5.25E-03 5.25E-03 5.19E-03
13 1.75E-06 1.63E-06 1.37E-06 4.98E-03 4.89E-03 4.38E-03
14 2.23E-04 3.32E-04 1.18E-03 5.24E-03 5.24E-03 5.21E-03
15 8.64E-05 1.06E-04 1.00E-04 5.00E-03 4.82E-03 3.92E-03
16 3.01E-05 4.88E-05 2.98E-05 4.76E-03 4.75E-03 3.35E-03
17 1.75E-04 2.11E-04 6.69E-04 5.16E-03 5.16E-03 4.84E-03
18 1.75E-04 2.04E-04 5.88E-04 5.16E-03 5.13E-03 4.47E-03
19 1.72E-04 2.08E-04 6.04E-04 5.15E-03 5.15E-03 4.36E-03
20 1.70E-04 2.34E-04 5.86E-04 5.15E-03 4.91E-03 5.08E-03
21 1.70E-04 2.44E-04 6.13E-04 5.15E-03 5.23E-03 3.73E-03
22 1.72E-04 2.48E-04 6.21E-04 5.15E-03 5.07E-03 3.37E-03
23 1.73E-04 2.11E-04 4.75E-04 5.15E-03 5.13E-03 5.03E-03
24 1.73E-04 2.06E-04 5.58E-04 5.15E-03 5.14E-03 3.88E-03
25 1.70E-04 2.06E-04 4.91E-04 5.15E-03 5.14E-03 3.94E-03
26 3.21E-05 1.44E-04 4.57E-04 5.00E-03 4.99E-03 4.02E-03
27 2.79E-04 3.54E-04 1.40E-03 5.25E-03 5.25E-03 5.74E-03
28 1.71E-04 2.33E-04 5.83E-04 5.15E-03 5.11E-03 4.36E-03
29 1.71E-04 2.08E-04 5.69E-04 5.15E-03 5.23E-03 4.95E-03
30 2.37E-04 3.40E-04 1.74E-03 3.39E-04 3.42E-04 1.34E-04
31 9.37E-05 1.51E-04 1.08E-04 2.48E-02 2.49E-02 2.48E-02
32 1.49E-04 1.84E-04 4.58E-04 5.17E-03 5.19E-03 4.64E-03
33 2.12E-04 2.69E-04 6.58E-04 5.11E-03 5.07E-03 4.96E-03
34 1.70E-04 2.40E-04 6.24E-04 5.15E-03 5.12E-03 3.83E-03
35 1.70E-04 2.08E-04 6.12E-04 5.15E-03 5.15E-03 3.95E-03
36 0.00E+00 2.38E-10 5.10E-18 5.70E-03 6.11E-03 6.62E-03
37 1.71E-04 2.32E-04 5.56E-04 5.16E-03 4.94E-03 3.94E-03
38 1.71E-04 2.67E-04 6.04E-04 5.15E-03 4.97E-03 3.90E-03
39 1.71E-04 2.09E-04 8.25E-04 5.15E-03 5.15E-03 4.39E-03
40 1.71E-04 2.40E-04 5.49E-04 5.15E-03 5.13E-03 4.45E-03
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Table 4-16. Estimated surface concentrations (µg/m3) of sulfate aerosol particle
at 12:00L at 5 km, 25 km, and 50 km downwind of the major point
source for the 41 test simulations.

SulfateRun
5 km 25 km 50 km

Baseline 1.06E+00 1.18E+00 1.19E+00
1 1.02E+00 1.09E+00 1.13E+00
2 1.16E+00 1.25E+00 1.20E+00
3 1.02E+00 1.09E+00 1.13E+00
4 1.10E+00 1.31E+00 1.32E+00
5 1.12E+00 1.36E+00 1.35E+00
6 1.03E+00 1.11E+00 1.12E+00
7 1.01E+00 1.03E+00 1.04E+00
8 1.05E+00 1.18E+00 1.19E+00
9 1.08E+00 1.17E+00 1.18E+00
10 1.08E+00 1.18E+00 1.18E+00
11 1.04E+00 1.13E+00 1.13E+00
12 1.12E+00 1.27E+00 1.24E+00
13 1.04E+00 1.12E+00 1.15E+00
14 1.04E+00 1.13E+00 1.16E+00
15 1.08E+00 1.19E+00 1.19E+00
16 1.10E+00 1.23E+00 1.22E+00
17 1.06E+00 1.19E+00 1.19E+00
18 1.06E+00 1.18E+00 1.18E+00
19 1.06E+00 1.18E+00 1.18E+00
20 1.06E+00 1.18E+00 1.18E+00
21 1.06E+00 1.18E+00 1.18E+00
22 1.06E+00 1.18E+00 1.18E+00
23 1.06E+00 1.18E+00 1.18E+00
24 1.06E+00 1.18E+00 1.18E+00
25 1.06E+00 1.18E+00 1.18E+00
26 1.04E+00 1.12E+00 1.14E+00
27 1.12E+00 1.27E+00 1.25E+00
28 1.06E+00 1.17E+00 1.19E+00
29 1.08E+00 1.20E+00 1.21E+00
30 1.06E+00 1.19E+00 1.19E+00
31 1.05E+00 1.21E+00 1.24E+00
32 1.04E+00 1.19E+00 1.21E+00
33 1.09E+00 1.19E+00 1.20E+00
34 1.06E+00 1.19E+00 1.19E+00
35 1.06E+00 1.19E+00 1.19E+00
36 1.01E+00 1.13E+00 1.15E+00
37 1.06E+00 1.29E+00 1.34E+00
38 1.06E+00 1.12E+00 1.11E+00
39 1.01E+00 1.03E+00 1.03E+00
40 1.12E+00 1.36E+00 1.35E+00
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Table 4-17. Estimated surface concentrations (µg/m3) of sulfate aerosol particle
at 14:00L at 5 km, 25 km, and 50 km downwind of the major point
source for the 41 test simulations.

SulfateRun
5 km 25 km 50 km

Baseline 1.06E+00 1.20E+00 1.23E+00
1 1.02E+00 1.08E+00 1.11E+00
2 1.14E+00 1.31E+00 1.31E+00
3 1.02E+00 1.09E+00 1.14E+00
4 1.11E+00 1.33E+00 1.46E+00
5 1.12E+00 1.37E+00 1.43E+00
6 1.03E+00 1.11E+00 1.14E+00
7 1.01E+00 1.02E+00 1.04E+00
8 1.05E+00 1.16E+00 1.25E+00
9 1.07E+00 1.19E+00 1.22E+00
10 1.08E+00 1.19E+00 1.22E+00
11 1.04E+00 1.14E+00 1.16E+00
12 1.11E+00 1.28E+00 1.30E+00
13 1.03E+00 1.12E+00 1.18E+00
14 1.03E+00 1.14E+00 1.19E+00
15 1.07E+00 1.22E+00 1.24E+00
16 1.09E+00 1.23E+00 1.27E+00
17 1.06E+00 1.20E+00 1.24E+00
18 1.06E+00 1.20E+00 1.23E+00
19 1.06E+00 1.20E+00 1.23E+00
20 1.06E+00 1.20E+00 1.23E+00
21 1.06E+00 1.20E+00 1.23E+00
22 1.06E+00 1.20E+00 1.23E+00
23 1.06E+00 1.20E+00 1.23E+00
24 1.06E+00 1.20E+00 1.23E+00
25 1.06E+00 1.20E+00 1.23E+00
26 1.04E+00 1.15E+00 1.16E+00
27 1.11E+00 1.29E+00 1.30E+00
28 1.05E+00 1.19E+00 1.21E+00
29 1.08E+00 1.20E+00 1.25E+00
30 1.06E+00 1.21E+00 1.24E+00
31 1.05E+00 1.21E+00 1.26E+00
32 1.04E+00 1.20E+00 1.25E+00
33 1.08E+00 1.20E+00 1.23E+00
34 1.06E+00 1.19E+00 1.24E+00
35 1.06E+00 1.19E+00 1.24E+00
36 1.06E+00 1.10E+00 1.09E+00
37 1.06E+00 1.30E+00 1.40E+00
38 1.06E+00 1.12E+00 1.13E+00
39 1.01E+00 1.02E+00 1.07E+00
40 1.12E+00 1.38E+00 1.43E+00
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Table 4-18. Estimated surface concentrations (µg/m3) of sulfate aerosol particle
at 16:00L at 5 km, 25 km, and 50 km downwind of the major point
source for the 41 test simulations.

SulfateRun
5 km 25 km 50 km

Baseline 1.03E+00 1.16E+00 1.23E+00
1 1.01E+00 1.06E+00 1.10E+00
2 1.10E+00 1.33E+00 1.36E+00
3 1.02E+00 1.08E+00 1.12E+00
4 1.06E+00 1.26E+00 1.41E+00
5 1.07E+00 1.31E+00 1.43E+00
6 1.02E+00 1.09E+00 1.14E+00
7 1.00E+00 1.02E+00 1.04E+00
8 1.03E+00 1.14E+00 1.22E+00
9 1.04E+00 1.16E+00 1.22E+00
10 1.05E+00 1.15E+00 1.22E+00
11 1.02E+00 1.12E+00 1.18E+00
12 1.06E+00 1.22E+00 1.32E+00
13 1.02E+00 1.08E+00 1.18E+00
14 1.02E+00 1.11E+00 1.18E+00
15 1.04E+00 1.17E+00 1.23E+00
16 1.05E+00 1.20E+00 1.27E+00
17 1.04E+00 1.18E+00 1.22E+00
18 1.60E+01 8.18E+00 6.41E+00
19 1.60E+01 7.92E+00 6.03E+00
20 1.98E+01 7.92E+00 6.25E+00
21 1.66E+01 8.44E+00 6.43E+00
22 1.75E+01 7.83E+00 6.09E+00
23 1.54E+01 7.24E+00 5.87E+00
24 1.37E+01 4.52E+00 3.70E+00
25 1.34E+01 4.22E+00 3.56E+00
26 1.57E+01 8.15E+00 6.13E+00
27 1.12E+01 6.99E+00 5.71E+00
28 1.54E+01 7.83E+00 6.21E+00
29 1.60E+01 8.17E+00 5.68E+00
30 8.70E+00 6.80E+00 5.44E+00
31 1.67E+01 5.38E+00 9.32E+00
32 1.58E+01 8.21E+00 6.30E+00
33 1.60E+01 7.81E+00 5.88E+00
34 1.18E+01 7.84E+00 5.84E+00
35 1.61E+01 7.85E+00 5.91E+00
36 1.70E+01 8.06E+00 5.97E+00
37 1.60E+01 8.96E+00 6.23E+00
38 1.60E+01 8.23E+00 6.08E+00
39 2.27E+00 2.53E+00 2.40E+00
40 2.47E+01 1.38E+01 9.56E+00
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Table 4-19. Estimated surface concentrations (µg/m3) of sulfate aerosol particle
at 18:00L at 5 km, 25 km, and 50 km downwind of the major point
source for the 41 test simulations.

SulfateRun
5 km 25 km 50 km

Baseline 1.03E+00 1.16E+00 1.23E+00
1 1.01E+00 1.06E+00 1.10E+00
2 1.10E+00 1.33E+00 1.36E+00
3 1.02E+00 1.08E+00 1.12E+00
4 1.06E+00 1.26E+00 1.41E+00
5 1.07E+00 1.31E+00 1.43E+00
6 1.02E+00 1.09E+00 1.14E+00
7 1.00E+00 1.02E+00 1.04E+00
8 1.03E+00 1.14E+00 1.22E+00
9 1.04E+00 1.16E+00 1.22E+00
10 1.05E+00 1.15E+00 1.22E+00
11 1.02E+00 1.12E+00 1.18E+00
12 1.06E+00 1.22E+00 1.32E+00
13 1.02E+00 1.08E+00 1.18E+00
14 1.02E+00 1.11E+00 1.18E+00
15 1.04E+00 1.17E+00 1.23E+00
16 1.05E+00 1.20E+00 1.27E+00
17 1.04E+00 1.18E+00 1.22E+00
18 1.60E+01 8.18E+00 6.41E+00
19 1.60E+01 7.92E+00 6.03E+00
20 1.98E+01 7.92E+00 6.25E+00
21 1.66E+01 8.44E+00 6.43E+00
22 1.75E+01 7.83E+00 6.09E+00
23 1.54E+01 7.24E+00 5.87E+00
24 1.37E+01 4.52E+00 3.70E+00
25 1.34E+01 4.22E+00 3.56E+00
26 1.57E+01 8.15E+00 6.13E+00
27 1.12E+01 6.99E+00 5.71E+00
28 1.54E+01 7.83E+00 6.21E+00
29 1.60E+01 8.17E+00 5.68E+00
30 8.70E+00 6.80E+00 5.44E+00
31 1.67E+01 5.38E+00 9.32E+00
32 1.58E+01 8.21E+00 6.30E+00
33 1.60E+01 7.81E+00 5.88E+00
34 1.18E+01 7.84E+00 5.84E+00
35 1.61E+01 7.85E+00 5.91E+00
36 1.70E+01 8.06E+00 5.97E+00
37 1.60E+01 8.96E+00 6.23E+00
38 1.60E+01 8.23E+00 6.08E+00
39 2.27E+00 2.53E+00 2.40E+00
40 2.47E+01 1.38E+01 9.56E+00
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Table 4-20. Estimated surface concentrations (µg/m3) of sulfate aerosol particle
at 20:00L at 5 km, 25 km, and 50 km downwind of the major point
source for the 41 test simulations.

SulfateRun
5 km 25 km 50 km

Baseline 1.00E+00 1.01E+00 1.07E+00
1 1.00E+00 1.00E+00 1.01E+00
2 1.01E+00 1.09E+00 1.30E+00
3 1.00E+00 1.01E+00 1.04E+00
4 1.01E+00 1.02E+00 1.12E+00
5 1.01E+00 1.02E+00 1.14E+00
6 1.00E+00 1.01E+00 1.04E+00
7 1.00E+00 1.00E+00 1.01E+00
8 1.00E+00 1.01E+00 1.07E+00
9 1.00E+00 1.01E+00 1.08E+00
10 1.00E+00 1.01E+00 1.08E+00
11 1.00E+00 1.01E+00 1.01E+00
12 1.00E+00 1.01E+00 1.10E+00
13 1.00E+00 1.01E+00 1.04E+00
14 1.00E+00 1.01E+00 1.06E+00
15 1.00E+00 1.01E+00 1.07E+00
16 1.00E+00 1.01E+00 1.09E+00
17 1.00E+00 1.01E+00 1.06E+00
18 1.00E+00 2.70E+00 5.97E+00
19 1.00E+00 2.69E+00 5.68E+00
20 1.00E+00 4.52E+00 6.32E+00
21 1.00E+00 4.51E+00 5.89E+00
22 1.00E+00 6.98E+00 7.21E+00
23 1.00E+00 2.66E+00 5.42E+00
24 1.00E+00 2.53E+00 2.60E+00
25 1.00E+00 2.27E+00 2.06E+00
26 1.00E+00 2.84E+00 6.85E+00
27 1.00E+00 2.03E+00 5.28E+00
28 1.00E+00 2.64E+00 5.68E+00
29 1.00E+00 2.85E+00 5.86E+00
30 1.00E+00 1.73E+00 5.07E+00
31 1.01E+00 3.34E+00 6.59E+00
32 1.00E+00 2.71E+00 6.61E+00
33 1.01E+00 2.68E+00 5.95E+00
34 1.00E+00 2.01E+00 5.52E+00
35 1.00E+00 2.80E+00 5.83E+00
36 9.13E-01 3.10E+00 6.14E+00
37 1.00E+00 2.70E+00 6.17E+00
38 1.00E+00 2.69E+00 5.69E+00
39 1.00E+00 1.11E+00 2.38E+00
40 1.01E+00 3.42E+00 9.30E+00
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Table 4-21. Estimated surface concentrations (µg/m3) of nitrate and ammonium
aerosol particles at 12:00L at 5 km, 25 km, and 50 km downwind of
the major point source for the 41 test simulations.

Nitrate AmmoniumRun
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 4.54E-01 1.65E+00 2.52E+00 4.99E-01 9.00E-01 1.16E+00
1 6.81E-03 8.90E-01 1.67E+00 3.49E-01 6.37E-01 8.84E-01
2 8.07E-01 2.18E+00 3.34E+00 6.36E-01 1.08E+00 1.40E+00
3 3.85E-01 2.51E+00 4.19E+00 4.64E-01 1.14E+00 1.66E+00
4 3.97E-03 1.96E-02 2.61E-02 3.80E-01 4.61E-01 4.66E-01
5 4.52E-01 1.71E+00 2.01E+00 5.20E-01 9.80E-01 1.07E+00
6 4.53E-01 1.65E+00 2.09E+00 4.87E-01 8.70E-01 1.00E+00
7 4.53E-01 1.64E+00 1.88E+00 4.75E-01 8.35E-01 9.08E-01
8 5.31E-01 2.10E+00 2.36E+00 5.16E-01 1.03E+00 1.10E+00
9 4.01E-01 1.36E+00 2.04E+00 4.90E-01 8.03E-01 1.01E+00

10 3.01E-01 1.14E+00 1.44E+00 4.60E-01 7.49E-01 8.39E-01
11 1.12E+00 3.86E+00 5.60E+00 7.42E-01 1.61E+00 2.18E+00
12 1.79E-02 5.39E-02 6.63E-02 3.88E-01 4.50E-01 4.45E-01
13 8.55E-01 3.31E+00 4.79E+00 6.37E-01 1.38E+00 1.83E+00
14 0.00E+00 5.68E-11 7.76E-08 3.53E-01 3.89E-01 3.98E-01
15 1.29E+00 4.06E+00 5.00E+00 7.75E-01 1.67E+00 1.98E+00
16 1.95E+00 4.74E+00 6.36E+00 1.03E+00 1.91E+00 2.42E+00
17 4.64E-01 1.68E+00 2.06E+00 5.01E-01 9.08E-01 1.01E+00
18 4.64E-01 1.68E+00 2.19E+00 5.01E-01 9.08E-01 1.06E+00
19 4.64E-01 1.68E+00 2.19E+00 5.01E-01 9.08E-01 1.06E+00
20 4.64E-01 1.68E+00 2.19E+00 5.01E-01 9.08E-01 1.06E+00
21 4.64E-01 1.68E+00 2.19E+00 5.01E-01 9.08E-01 1.06E+00
22 4.64E-01 1.68E+00 2.19E+00 5.01E-01 9.08E-01 1.06E+00
23 4.64E-01 1.68E+00 2.19E+00 5.01E-01 9.08E-01 1.06E+00
24 4.64E-01 1.68E+00 2.19E+00 5.01E-01 9.08E-01 1.06E+00
25 4.64E-01 1.68E+00 2.19E+00 5.01E-01 9.08E-01 1.06E+00
26 1.10E+00 3.85E+00 5.54E+00 7.28E-01 1.61E+00 2.17E+00
27 1.80E-02 5.21E-02 5.42E-02 3.88E-01 4.54E-01 4.46E-01
28 4.31E-01 1.55E+00 2.14E+00 4.89E-01 8.64E-01 1.04E+00
29 5.46E-01 1.78E+00 2.43E+00 5.36E-01 9.43E-01 1.14E+00
30 1.77E-02 4.86E-02 6.17E-02 3.65E-01 4.22E-01 4.23E-01
31 1.17E+00 3.86E+00 5.00E+00 7.18E-01 1.58E+00 1.93E+00
32 2.49E-01 1.34E+00 1.66E+00 4.31E-01 8.12E-01 9.06E-01
33 6.29E-01 1.85E+00 2.41E+00 5.60E-01 9.64E-01 1.12E+00
34 4.54E-01 1.66E+00 1.84E+00 4.99E-01 9.02E-01 9.53E-01
35 4.54E-01 1.66E+00 1.84E+00 4.99E-01 9.02E-01 9.53E-01
36 1.26E+00 3.69E+00 4.45E+00 6.61E-07 5.95E-07 5.34E-07
37 4.62E-01 2.67E+00 4.20E+00 5.02E-01 1.23E+00 1.70E+00
38 4.64E-01 1.15E+00 1.45E+00 5.01E-01 7.28E-01 8.11E-01
39 4.53E-01 1.64E+00 2.30E+00 4.75E-01 8.33E-01 1.03E+00
40 4.53E-01 1.71E+00 1.87E+00 5.21E-01 9.81E-01 1.02E+00
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Table 4-22. Estimated surface concentrations (µg/m3) of nitrate and ammonium
aerosol particles at 14:00L at 5 km, 25 km, and 50 km downwind of
the major point source for the 41 test simulations.

Nitrate AmmoniumRun
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 4.38E-01 1.64E+00 2.53E+00 4.93E-01 9.01E-01 1.18E+00
1 2.68E-02 7.75E-01 1.59E+00 3.54E-01 6.01E-01 8.55E-01
2 7.29E-01 2.67E+00 3.97E+00 6.10E-01 1.24E+00 1.62E+00
3 3.78E-01 2.16E+00 4.24E+00 4.62E-01 1.02E+00 1.67E+00
4 3.53E-03 2.52E-02 3.47E-02 3.81E-01 4.72E-01 5.21E-01
5 4.41E-01 1.76E+00 2.30E+00 5.15E-01 9.96E-01 1.18E+00
6 4.42E-01 1.55E+00 2.43E+00 4.86E-01 8.38E-01 1.11E+00
7 4.53E-01 1.51E+00 2.29E+00 4.78E-01 7.92E-01 1.03E+00
8 4.99E-01 1.85E+00 2.94E+00 5.08E-01 9.44E-01 1.28E+00
9 3.83E-01 1.33E+00 2.40E+00 4.81E-01 8.04E-01 1.13E+00

10 2.95E-01 1.17E+00 1.52E+00 4.56E-01 7.60E-01 8.76E-01
11 1.01E+00 3.54E+00 5.88E+00 6.99E-01 1.52E+00 2.26E+00
12 1.75E-02 5.36E-02 7.17E-02 3.86E-01 4.60E-01 4.70E-01
13 8.39E-01 3.63E+00 5.09E+00 6.29E-01 1.49E+00 1.94E+00
14 1.05E-13 3.21E-22 1.27E-06 3.52E-01 3.92E-01 4.10E-01
15 1.22E+00 3.89E+00 5.47E+00 7.53E-01 1.61E+00 2.12E+00
16 1.86E+00 4.68E+00 6.85E+00 9.97E-01 1.90E+00 2.62E+00
17 4.39E-01 1.61E+00 2.61E+00 4.92E-01 8.91E-01 1.20E+00
18 4.40E-01 1.71E+00 2.31E+00 4.92E-01 9.18E-01 1.10E+00
19 4.40E-01 1.71E+00 2.31E+00 4.92E-01 9.18E-01 1.10E+00
20 4.40E-01 1.71E+00 2.31E+00 4.92E-01 9.18E-01 1.10E+00
21 4.40E-01 1.71E+00 2.31E+00 4.92E-01 9.18E-01 1.10E+00
22 4.40E-01 1.71E+00 2.31E+00 4.92E-01 9.18E-01 1.10E+00
23 4.40E-01 1.71E+00 2.31E+00 4.92E-01 9.18E-01 1.10E+00
24 4.40E-01 1.71E+00 2.31E+00 4.92E-01 9.18E-01 1.10E+00
25 4.40E-01 1.71E+00 2.31E+00 4.92E-01 9.18E-01 1.10E+00
26 9.97E-01 3.88E+00 5.86E+00 7.01E-01 1.60E+00 2.25E+00
27 1.78E-02 5.25E-02 5.57E-02 3.85E-01 4.64E-01 4.66E-01
28 4.03E-01 1.62E+00 2.31E+00 4.80E-01 8.88E-01 1.10E+00
29 5.23E-01 1.57E+00 2.71E+00 5.23E-01 8.78E-01 1.23E+00
30 1.63E-02 5.33E-02 7.64E-02 3.64E-01 4.28E-01 4.46E-01
31 1.22E+00 4.10E+00 5.28E+00 7.32E-01 1.66E+00 2.01E+00
32 2.39E-01 1.36E+00 2.30E+00 4.27E-01 8.16E-01 1.12E+00
33 6.06E-01 1.93E+00 2.79E+00 5.50E-01 9.84E-01 1.25E+00
34 4.38E-01 1.62E+00 2.45E+00 4.93E-01 8.90E-01 1.15E+00
35 4.38E-01 1.62E+00 2.45E+00 4.93E-01 8.90E-01 1.15E+00
36 1.08E+00 3.81E+00 5.51E+00 3.95E-06 9.44E-07 6.42E-07
37 4.31E-01 2.71E+00 4.33E+00 4.89E-01 1.25E+00 1.76E+00
38 4.45E-01 1.21E+00 1.55E+00 4.93E-01 7.46E-01 8.47E-01
39 4.51E-01 1.57E+00 2.37E+00 4.78E-01 8.15E-01 1.06E+00
40 4.39E-01 1.79E+00 2.02E+00 5.13E-01 1.01E+00 1.09E+00
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Table 4-23. Estimated surface concentrations (µg/m3) of nitrate and ammonium
aerosol particles 16:00L at 5 km, 25 km, and 50 km downwind of the
major point source for the 41 test simulations.

Nitrate AmmoniumRun
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 3.01E-01 1.50E+00 2.18E+00 4.43E-01 8.45E-01 1.06E+00
1 4.66E-02 6.07E-01 1.41E+00 3.59E-01 5.42E-01 7.95E-01
2 5.59E-01 2.33E+00 4.18E+00 5.43E-01 1.15E+00 1.71E+00
3 3.36E-01 2.26E+00 3.76E+00 4.48E-01 1.06E+00 1.51E+00
4 2.34E-03 3.43E-04 1.79E-02 3.63E-01 4.36E-01 5.01E-01
5 3.16E-01 1.53E+00 2.18E+00 4.60E-01 9.04E-01 1.13E+00
6 2.87E-01 1.48E+00 2.30E+00 4.33E-01 8.14E-01 1.06E+00
7 3.14E-01 1.41E+00 2.15E+00 4.33E-01 7.69E-01 9.85E-01
8 3.51E-01 1.75E+00 2.69E+00 4.53E-01 9.09E-01 1.22E+00
9 2.73E-01 1.26E+00 2.08E+00 4.36E-01 7.71E-01 1.03E+00

10 2.40E-01 1.10E+00 1.73E+00 4.33E-01 7.24E-01 9.33E-01
11 8.63E-01 3.43E+00 5.29E+00 6.51E-01 1.46E+00 2.07E+00
12 1.18E-02 4.73E-02 6.89E-02 3.65E-01 4.34E-01 4.73E-01
13 7.66E-01 2.90E+00 4.60E+00 6.09E-01 1.26E+00 1.78E+00
14 0.00E+00 1.70E-10 0.00E+00 3.49E-01 3.81E-01 4.07E-01
15 9.42E-01 3.35E+00 4.86E+00 6.57E-01 1.44E+00 1.93E+00
16 1.44E+00 4.46E+00 6.78E+00 8.69E-01 1.82E+00 2.57E+00
17 6.66E-01 3.18E+00 5.82E+00 5.68E-01 1.37E+00 2.24E+00
18 1.46E+00 5.56E+00 6.54E+00 6.47E+00 4.80E+00 4.43E+00
19 1.63E+00 5.33E+00 6.45E+00 6.54E+00 4.62E+00 4.25E+00
20 1.53E+00 5.19E+00 6.96E+00 7.93E+00 4.58E+00 4.49E+00
21 1.49E+00 5.15E+00 6.86E+00 6.75E+00 4.79E+00 4.53E+00
22 1.70E+00 5.09E+00 6.82E+00 7.13E+00 4.50E+00 4.36E+00
23 1.43E+00 4.96E+00 5.87E+00 6.27E+00 4.30E+00 4.02E+00
24 1.32E+00 3.06E+00 4.17E+00 5.60E+00 2.63E+00 2.66E+00
25 1.31E+00 2.87E+00 3.88E+00 5.46E+00 2.46E+00 2.54E+00
26 8.48E-01 3.82E+00 5.70E+00 6.35E+00 4.37E+00 4.25E+00
27 2.32E+00 6.16E+00 6.11E+00 4.87E+00 4.51E+00 4.00E+00
28 1.41E+00 5.04E+00 7.65E+00 6.25E+00 4.50E+00 4.70E+00
29 1.70E+00 5.34E+00 7.26E+00 6.59E+00 4.76E+00 4.38E+00
30 2.52E+00 6.29E+00 7.74E+00 1.35E+00 1.83E+00 1.66E+00
31 1.19E+00 4.74E+00 6.86E+00 6.80E+00 4.53E+00 6.04E+00
32 1.27E+00 4.53E+00 6.24E+00 6.37E+00 4.51E+00 4.32E+00
33 1.93E+00 5.87E+00 6.83E+00 6.63E+00 4.77E+00 4.30E+00
34 1.68E+00 5.41E+00 7.00E+00 4.97E+00 4.66E+00 4.35E+00
35 1.43E+00 5.24E+00 7.06E+00 6.51E+00 4.60E+00 4.40E+00
36 9.88E-01 3.97E+00 5.76E+00 6.48E-01 1.04E-01 1.11E-01
37 1.63E+00 6.68E+00 1.07E+01 6.54E+00 5.44E+00 5.59E+00
38 1.64E+00 4.28E+00 5.96E+00 6.54E+00 4.47E+00 4.19E+00
39 1.53E+00 5.00E+00 6.79E+00 1.35E+00 2.52E+00 2.99E+00
40 1.48E+00 5.27E+00 6.90E+00 9.69E+00 6.89E+00 5.75E+00
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Table 4-24. Estimated surface concentrations (µg/m3) of nitrate and ammonium
aerosol particles at 18:00L at 5 km, 25 km, and 50 km downwind of
the major point source for the 41 test simulations.

Nitrate AmmoniumRun
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 2.19E-01 9.39E-01 1.87E+00 4.11E-01 6.45E-01 9.52E-01
1 3.56E-02 3.26E-01 9.27E-01 3.52E-01 4.47E-01 6.36E-01
2 2.74E-01 1.74E+00 3.98E+00 4.34E-01 9.45E-01 1.65E+00
3 2.75E-01 1.47E+00 2.81E+00 4.29E-01 8.05E-01 1.23E+00
4 2.27E-03 2.42E-03 3.97E-02 3.49E-01 3.83E-01 4.60E-01
5 2.20E-01 9.53E-01 1.77E+00 4.13E-01 6.75E-01 9.81E-01
6 2.16E-01 9.35E-01 1.78E+00 4.08E-01 6.36E-01 9.07E-01
7 2.28E-01 9.35E-01 1.95E+00 4.08E-01 6.24E-01 9.30E-01
8 2.32E-01 1.06E+00 2.17E+00 4.13E-01 6.83E-01 1.04E+00
9 2.10E-01 8.65E-01 1.52E+00 4.09E-01 6.26E-01 8.43E-01

10 2.05E-01 7.65E-01 1.45E+00 4.07E-01 6.01E-01 8.31E-01
11 7.21E-01 2.06E+00 4.01E+00 6.07E-01 1.05E+00 1.63E+00
12 8.21E-03 3.61E-02 5.78E-02 3.48E-01 3.89E-01 4.35E-01
13 6.42E-01 1.76E+00 4.01E+00 5.70E-01 9.08E-01 1.60E+00
14 0.00E+00 2.94E-09 0.00E+00 3.44E-01 3.60E-01 3.91E-01
15 6.64E-01 2.34E+00 3.89E+00 5.68E-01 1.10E+00 1.60E+00
16 9.99E-01 3.05E+00 5.20E+00 7.15E-01 1.35E+00 2.08E+00
17 2.41E-01 7.54E-01 2.03E+00 4.16E-01 5.85E-01 1.01E+00
18 3.18E-01 2.01E+00 4.25E+00 3.19E+00 3.64E+00 3.90E+00
19 7.34E-01 2.75E+00 5.14E+00 3.38E+00 3.84E+00 4.02E+00
20 9.60E-01 2.72E+00 5.47E+00 6.39E+00 4.17E+00 4.68E+00
21 9.50E-01 2.66E+00 5.26E+00 6.37E+00 3.92E+00 4.36E+00
22 1.05E+00 3.02E+00 5.25E+00 6.47E+00 4.31E+00 5.43E+00
23 7.46E-01 2.10E+00 4.81E+00 3.40E+00 3.47E+00 3.42E+00
24 7.53E-01 1.66E+00 1.90E+00 3.31E+00 2.21E+00 1.55E+00
25 6.81E-01 1.38E+00 1.71E+00 2.86E+00 1.76E+00 1.42E+00
26 6.32E-01 2.14E+00 4.44E+00 4.88E+00 3.72E+00 4.08E+00
27 1.29E-01 1.23E+00 2.29E+00 2.13E+00 3.21E+00 3.05E+00
28 7.06E-01 2.62E+00 5.18E+00 3.23E+00 3.79E+00 4.06E+00
29 9.57E-01 3.07E+00 6.47E+00 3.95E+00 3.99E+00 4.86E+00
30 3.37E-02 3.46E-02 1.81E+00 1.26E+00 1.73E+00 2.04E+00
31 9.34E-01 2.00E+00 5.37E+00 5.72E+00 3.94E+00 5.29E+00
32 6.84E-01 2.13E+00 5.12E+00 3.47E+00 4.51E+00 4.37E+00
33 8.07E-01 3.27E+00 6.91E+00 3.40E+00 4.01E+00 4.80E+00
34 6.74E-01 2.87E+00 5.94E+00 2.02E+00 3.71E+00 4.55E+00
35 7.84E-01 2.76E+00 5.79E+00 3.66E+00 3.91E+00 4.41E+00
36 6.05E-01 2.40E+00 4.29E+00 2.89E-01 2.03E-05 8.49E-03
37 7.22E-01 2.67E+00 7.85E+00 3.46E+00 4.04E+00 5.25E+00
38 7.88E-01 2.54E+00 4.40E+00 3.42E+00 3.73E+00 4.00E+00
39 5.24E-01 2.51E+00 5.48E+00 6.45E-01 1.86E+00 3.05E+00
40 7.22E-01 2.84E+00 6.14E+00 4.16E+00 5.89E+00 5.93E+00
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Table 4-25. Estimated surface concentrations (µg/m3) of nitrate and ammonium
aerosol particles at 20:00L at 5 km, 25 km, and 50 km downwind of
the major point source for the 41 test simulations.

Nitrate AmmoniumRun
5 km 25 km 50 km 5 km 25 km 50 km

Baseline 2.14E-01 4.01E-01 1.37E+00 4.06E-01 4.64E-01 7.82E-01
1 1.21E-02 2.78E-01 4.76E-01 3.45E-01 4.23E-01 4.90E-01
2 2.53E-01 1.04E+00 3.43E+00 4.19E-01 6.82E-01 1.46E+00
3 2.36E-01 7.71E-01 2.74E+00 4.16E-01 5.85E-01 1.21E+00
4 3.64E-03 3.44E-03 8.34E-04 3.43E-01 3.47E-01 3.83E-01
5 2.27E-01 4.14E-01 1.38E+00 4.09E-01 4.70E-01 8.03E-01
6 2.28E-01 4.01E-01 1.36E+00 4.08E-01 4.63E-01 7.61E-01
7 2.27E-01 4.22E-01 1.37E+00 4.08E-01 4.70E-01 7.51E-01
8 2.30E-01 4.44E-01 1.56E+00 4.11E-01 4.77E-01 8.22E-01
9 2.13E-01 4.34E-01 1.25E+00 4.05E-01 4.75E-01 7.36E-01

10 1.94E-01 4.25E-01 1.15E+00 3.99E-01 4.73E-01 7.10E-01
11 6.91E-01 1.35E+00 2.99E+00 5.98E-01 8.69E-01 1.32E+00
12 8.00E-03 1.52E-02 4.08E-02 3.42E-01 3.49E-01 3.85E-01
13 5.61E-01 8.24E-01 2.25E+00 5.44E-01 6.27E-01 1.05E+00
14 0.00E+00 9.06E-15 2.41E-12 3.42E-01 3.44E-01 3.61E-01
15 8.22E-01 1.45E+00 3.37E+00 6.16E-01 8.25E-01 1.41E+00
16 1.10E+00 1.68E+00 4.44E+00 7.35E-01 9.56E-01 1.80E+00
17 2.25E-01 3.80E-01 1.17E+00 4.08E-01 4.57E-01 7.13E-01
18 2.25E-01 3.67E-01 2.32E+00 4.08E-01 1.09E+00 2.91E+00
19 2.43E-01 4.89E-01 2.47E+00 4.14E-01 1.12E+00 2.83E+00
20 2.46E-01 5.83E-01 2.43E+00 4.15E-01 1.84E+00 3.05E+00
21 2.46E-01 6.44E-01 2.43E+00 4.15E-01 1.86E+00 2.89E+00
22 2.43E-01 6.26E-01 2.37E+00 4.14E-01 2.77E+00 3.37E+00
23 2.36E-01 4.79E-01 1.97E+00 4.13E-01 1.11E+00 2.58E+00
24 2.36E-01 4.97E-01 1.34E+00 4.13E-01 1.06E+00 1.34E+00
25 2.46E-01 4.74E-01 1.12E+00 4.15E-01 9.62E-01 1.07E+00
26 5.00E-01 5.24E-01 1.75E+00 5.20E-01 1.21E+00 3.16E+00
27 8.65E-03 1.67E-02 2.57E-01 3.41E-01 7.28E-01 2.02E+00
28 2.43E-01 5.39E-01 2.41E+00 4.14E-01 1.11E+00 2.81E+00
29 2.45E-01 5.30E-01 2.61E+00 4.14E-01 1.20E+00 2.94E+00
30 1.12E-02 2.04E-02 3.45E-02 3.42E-01 6.14E-01 1.84E+00
31 1.13E+00 1.88E+00 4.15E+00 6.97E-01 1.82E+00 3.77E+00
32 1.64E-01 4.30E-01 1.59E+00 3.91E-01 1.11E+00 2.93E+00
33 2.98E-01 6.93E-01 2.95E+00 4.33E-01 1.18E+00 3.09E+00
34 2.45E-01 5.50E-01 2.39E+00 4.13E-01 8.84E-01 2.74E+00
35 2.45E-01 4.98E-01 2.47E+00 4.13E-01 1.17E+00 2.88E+00
36 6.46E-01 7.14E-01 3.08E+00 6.73E-08 8.17E-05 1.93E-06
37 2.39E-01 4.48E-01 2.34E+00 4.12E-01 1.11E+00 2.98E+00
38 2.33E-01 6.09E-01 2.35E+00 4.12E-01 1.16E+00 2.80E+00
39 2.33E-01 4.73E-01 1.94E+00 4.13E-01 5.21E-01 1.43E+00
40 2.33E-01 5.26E-01 2.60E+00 4.14E-01 1.41E+00 4.22E+00
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4.4.1 Sensitivity Results Without Clouds

Examination of the SO2 concentrations at the specified times and distances downwind

illustrates the effects of the first seven sensitivity runs.  Doubling the wind speed (Run 1)

decreases the surface SO2 concentration by about 17 percent at 5 km; halving the wind

speed (Run 2) increases the surface SO2 concentration by about 14 percent at 5 km.

Perturbations in the wind speed have smaller (almost negligible) effects farther

downwind.  These effects are directionally correct but less than linear due to the fact that

SCICHEM uses a minimum allowable turbulence level, which is provided as a model

input in variable (UU_CALM), that is used under light wind conditions.  It has no effect

close to the source, but farther downwind, it enhances the dispersion, and is accounting

for light wind meander effects.  If UU_CALM is set to zero, the behavior will be directly

linear, however, for the test cases, UU_CALM was set to the default value of 0.25 m2/s2.

The effects of doubling and halving the mixing height (Runs 3 and 4, respectively) are

quite linear at 25 and 50 km from the source, while closer to the source (at 5km) the

effects are enhanced.  For example, a 50 percent reduction in the mixing height results in

a 210 percent increase in the SO2 concentration at 5 km and 110 percent increases at 25

and 50 km.  Likewise, increasing the mixing height from 800 to 1600 meters reduces the

SO2 concentration by 66, 47, and 47 percent at 5, 25, and 50 km downwind, respectively.

The model’s responses to changes in the mixing heights were directionally correct and

quantitatively consistent with expectations.

Doubling and halving the SO2 emissions rate from the single source (Runs 5 and 6,

respectively) results in surface SO2 concentrations that are nearly double and half the

baseline case concentration, respectively, at 5 km downwind of the source.  Farther

downwind, the effects are virtually linear if one considers the 0.1 ppb background.  For

example, at 50 km the noon surface concentration decreases from 1.0 to 0.54 ppb when

the emissions are reduced by 50 percent.  This corresponds to a 54 percent reduction in

the concentration in excess of the background.  The model also responds as expected for

the case with zero SO2 emissions (Run 7).
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The results for nitrogen species and ozone are more informative than those for SO2 for

sensitivity Runs 8-16.  The simulations with zero, half, and double the NOx emission rate

(Runs 8-10) do not consistently show the expected trends of NO and NO2 concentrations

increasing with increasing emissions and ozone concentrations decreasing in the near-

field and increasing in the far-field as NOx emissions increase.  Table 4-26 lists the

estimated noontime concentrations at 25 and 50 km downwind for NO, NO2, ozone, nitric

acid, and particulate nitrate.  The model estimates at 25 km are mutually consistent and

directionally correct for species other than PAN and NOx.  The ozone, nitric acid, and

particulate nitrate increase with increasing NOx emissions as expected, but the NO,NO2

and PAN do not consistently increase with emissions.  NO2 concentrations remain below

the 2 ppb background level for both distances shown.  At 50 km downwind, the results

are less consistent.  The NOx concentrations do not appear to be correlated to the NOx

emission rates.  Ozone, PAN, HNO3 and particulate nitrate increase with increasing NOx

except for the 40 g/s results.

Table 4-26. Noontime concentrations with different NOx emission rates.

Concentrations  with Different NOx Emission RatesDistance
(km) Species

0 gm/sec 10 gm/sec 20 gm/sec 40 gm/sec
NO (ppb) 0.242 0.511 0.418 0.575
NO2 (ppb) 0.365 0.962 0.417 0.521

Ozone (ppb) 81.1 82.3 85.8 87.2
PAN (ppb) 1.60 1.50 1.77 1.80
HNO3 (ppb) 0.673 0.80 0.974 1.19

25

NO3
- (µg/m3) 1.14 1.36 1.65 2.10

NO (ppb) 0.029 0.501 0.357 0.279
NO2 (ppb) 0.576 0.462 0.333 1.63

Ozone (ppb) 92.0 102.4 109.4 99.9
PAN (ppb) 2.92 3.13 3.74 3.08
HNO3 (ppb) 0.853 1.16 1.33 1.32

50

NO3
- (µg/m3) 1.44 2.04 2.52 2.36

Figure 4-10 shows the downwind centerline surface concentrations of these species.  It

can be seen that the NOx concentrations in the near field increase with emissions;
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however, the NOx concentration estimates converge farther downwind.  Unfortunately,

the results have some unexpected oscillations.  Given the inputs and options selected for

this particular test problem, we find that the results are difficult to interpret because the

model seems to make nearly as much ozone from the background NO2 entrained into the

plume than from the NOx emissions emitted from the source.  With zero NOx emissions,

the ozone increases from 54 to 92 ppb by noontime in the SO2/background air plume,

whereas in the SO2/NOx/background air plume, the ozone increases from 54 to 100 with

40 gm/sec of NOx emissions and from 54 to 109 with 20 gm/sec of NOx emissions.

While these results could be due to the conditions selected for the test problem, the

selected test case is not atypical and the results illustrate the model’s insensitivity to NOx

emission changes under these circumstances and possibly exaggerated ozone production

with zero or low NOx emissions.  These results may be due to the VOC/NOx ratios for

these simulations. Additional testing should be performed for cases with a range of

background VOCs and larger NOx emissions to test this hypothesis.

Tests with variations in ambient temperature and relative humidity were made to assess

whether the model’s estimates for ozone, nitric acid, ammonia, and ammonium nitrate

aerosol responded as expected. Generally, gas-phase oxidation rates increase with

temperature, resulting in faster production of ozone and nitric acid.  The gas-phase

chemistry is only sensitive to absolute humidity at extremely low humidity levels.  The

gas-particle partitioning of the nitric acid/ammonia/ammonium nitrate system is sensitive

to temperature, with low temperatures favoring ammonium nitrate and high temperatures

favoring nitric acid and ammonia.  Similarly, the particle phase is favored under humid

conditions while the gas phase is favored under dry conditions.  The ozone results for

cases with –10, 5, 20, and 35oC temperatures are consistent since they show, for example,

that the hour 16 ozone concentration at 50 km increases from 97 to 111 ppb as the

temperature increases.  The results with 10, 50, 70, and 95 percent relative humidity at

20oC show that ozone concentrations at 50 km at hour 16 are 101, 104, 102, and 107

ppb., While the extremes are  directionally correct, it is not clear why the model estimates

only 102 ppb at 70 percent relative humidity when it estimates 104 and 107 ppb at 50

percent and 95 percent relative humidity.  This is a small unexpected response that may

also be related to the oscillations noted above.
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Figure 4-10. Downwind surface concentrations of NOx, ozone, PAN, HNO3 and
aerosol nitrate for NOx emissions
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The effects of variations in ambient temperature and relative humidity on estimated nitric

acid vapor and particulate nitrate concentrations are summarized in Table 4-27 for

noontime at 25 km downwind.  The results show that particulate nitrate concentrations

decrease with increasing temperature and the nitric acid concentrations increase with

temperature.  Table 4-27 also shows that when relative humidity is increased for a fixed

temperature (base case and runs 14, 15, and 16), more of the total nitrate goes into the

particle phase. These responses are directionally correct, and are consistent with the

responses predicted by the SCAPE2 aerosol equilibrium module incorporated in

SCICHEM.

Table 4-27. Noontime concentrations 25 km downwind with different
temperature and relative humidity.

Run Temperature
(oC)

Relative
Humidity (%)

HNO3 at 25 km
(ppb)

NO3 at 25 km
(µg/m3)

13 -10 50 0.0 3.31
11 5 50 0.01 3.86
14 20 10 1.38 0.0

Base 20 50 0.97 1.65
15 20 70 0.12 4.06
16 20 95 0.03 4.74
12 35 50 2.02 0.05

4.4.2 Sensitivity Results With Clouds

The sensitivity simulations with clouds are most appropriately evaluated through

examination of the simulated sulfate and nitrate aerosol concentrations during and after

the clouds.  The hour 16 concentrations of sulfate and nitrate at 5 and 25 km downwind

of the source are shown in Table 4-28.  At hour 16, the clouds and aqueous-phase

chemistry have had 1 to 1.5 hours to influence the concentrations, so the effects are quite

evident.
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Table 4-28. Sulfate and Nitrate Aerosol Concentrations for Sensitivity Cases.

SO4 (µg/m3) NO3 (µg/m3)Run Conditions 5km 25 km 5 km 25 km
19 Aqueous-chemistry baseline 16.00 7.92 1.63 5.33
17 Only 1 hr of clouds (hour 15-16) 1.04 1.18 0.67 3.18
18 Only 2 hrs of clouds (hour 15-17) 16.00 8.18 1.46 5.56
20 LWC=0.3 19.80 7.92 1.53 5.19
22 LWC=0.4 17.50 7.83 1.70 5.09

21 Run 20 with aqueous-phase free
radical chemistry disabled 16.60 8.44 1.49 5.15

23 Precipitation = 1 mm/hr 15.40 7.24 1.43 4.96
24 Precipitation = 5 mm/hr 13.70 4.52 1.32 3.06
25 Precipitation = 10 mm/hr 13.40 4.22 1.31 2.87
26 Low temperature (278.15 K) 15.70 8.15 0.85 3.82
27 High temperature (308.15 K) 11.20 6.99 2.32 6.16
28 Low H2O2 (1 ppt) 15.40 7.83 1.41 5.04
29 High H2O2 (10 ppb) 16.00 8.17 1.70 5.34
30 Low NH3 (0.1 ppb) 8.70 6.80 2.52 6.29
31 High NH3 (25 ppb) 16.70 5.38 1.19 4.74
32 Low Ozone (10 ppb) 15.80 8.21 1.27 4.53
33 High Ozone (100 ppb) 16.00 7.81 1.93 5.87
34 Low CRUS (0.1 µg/m3) 11.80 7.84 1.68 5.41
35 High CRUS (100.00 µg/m3) 16.10 7.85 1.43 5.24
36 High NACL (5 µg/m3) 17.00 8.06 0.99 3.97
37 Low VOCs (10 ppbC) 16.00 8.96 1.63 6.68
38 High VOCs (300 ppbC) 16.00 8.23 1.64 4.28
39 Zero SO2 emissions 2.27 2.53 1.53 5.00
40 Double SO2 emissions 24.70 13.80 1.48 5.27

Sensitivity cases 17 and 18 have the clouds present for 1 hour and 2 hours rather than 3

hours.  With the short duration cloud (1-hr), the concentrations near the source (5 km)

and at 25 km downwind are quite similar to the no cloud case.  Detailed inspection shows

that a bulge in sulfate occurs in between these downwind distances.  The results at hour

16 for the simulation with clouds from hours 15-17 indicates sulfate and nitrate

concentration estimates are very similar to the 3-hr duration baseline run.  After hour 17,

the sulfate and nitrate production decrease significantly in the case where the cloud

evaporates compared to the baseline case where production continues.  These results are

directionally and quantitatively consistent with expectations for a short cloud duration.
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Runs 20, 21 and 22 incorporate higher liquid water content (0.3 and 0.4 g/cm3) than the

base case (0.1 g/cm3).  Initially, Run 22 was attempted with a liquid water content of 0.6

g/cm3, but the aqueous-phase module did not execute properly when the aqueous-phase

chemistry solver failed to converge.  The 0.6 g/cm3 case was later re-ran with the aqueous

free-radical chemistry disabled and the solver was able to converge in that case,

suggesting that the radical chemistry was the reason for the non-convergence.  Increased

liquid water is likely to reduce the droplet acidity and increase sulfate production.  The

expected effects on nitrate are small.  The results show  higher sulfate concentrations at 5

and 25 km with both higher liquid water contents.  For nitrate, increasing the liquid water

content is estimated to reduce concentrations (at 25 km) by small amounts which is quite

plausible.   Run 21 is the same as Run 20, except that the aqueous-phase free radical

chemistry has been disabled.  Compared to Run 20, the sulfate concentration is lower

near the source, which is expected and slightly higher farther downwind, which is not

implausible.  The nitrate concentrations for Run 21 are lower for both downwind

distances, which follows expectations.

Runs 23-25 simulate precipitating clouds.  The precipitation rates are 1, 5, and 10 mm/hr

for hours 15-18.  Precipitation is expected to remove SO2, HNO3, NH3, and sulfate,

nitrate, and ammonium aerosol particles.  The effects of precipitation in the simulations

are clearly evident after only one hour.  At hour 16, the sulfate and nitrate concentrations

25 km downwind are 7, 43, and 47 percent lower with 1, 5, and 10 mm/hr precipitation

rates than in the aqueous-chemistry base case. The effects on other species and the effects

on sulfate and nitrate at later times in the simulation are consistent with expectations for

precipitation scavenging.

The effects of higher ambient temperatures with clouds are simulated in Runs 26 and 27.

The temperatures were perturbed throughout the simulations, not just during the period

with clouds.  The simulation (Run 26) with a lower temperature (5oC) could not execute

successfully in the aqueous-phase module unless the free radical chemistry was disabled,

due to the stiffness of the equations.  When the simulation was performed with out

aqueous-phase free radical chemistry, the results are as expected.  For the lower

temperature, the sulfate concentrations are slightly lower closer to the source and higher
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farther downwind, but the differences are not large.  The nitrate concentrations are

significantly lower than the base case since the photochemistry and nitric acid production

from NOx have proceeded at a much slower rate at the lower temperature.  For the higher

temperature case (Run 27), the sulfate concentrations after an hour of clouds are

significantly lower at 35oC than 20oC., which is quite plausible.  The nitrate

concentrations are noticeably higher in the cloud with higher temperature.  This is

consistent with the higher nitric acid production expected at the higher temperature.  In

summary, the model appears to respond in a reasonable manner to variations in

temperature.

Hydrogen peroxide is a particularly effective oxidant for dissolved SO2.  The sensitivity

of the model to variations in this input was simulated in Runs 28 and 29, where 0.001 and

10 ppb of H2O2 were used.  Even with zero initial and background H2O2 concentration,

the gas-phase chemistry produces significant H2O2 concentrations before the clouds are

introduced at hour 15 which reduces the effects of this parameter variation.  The baseline

case actually has excess H2O2, so increasing the initial and background concentration to

10 ppb (Run 29) has little effect; it produces slightly higher sulfate farther downwind.

Reducing the initial and background H2O2 concentration to almost zero (Run 28) slightly

reduces sulfate 5 km downwind as well as farther downwind.  These results are

directionally correct and quantitatively plausible; however, the simplistic low NOx gas-

phase free-radical chemistry in the Carbon Bond IV mechanism probably overestimates

H2O2 production in these simulations.  The RADM-II and SAPRC98 gas-phase chemical

mechanisms are likely to simulate H2O2 concentrations more accurately than the CB-IV

mechanism, although all of the mechanisms are untested for this species.

Runs 30 and 31 simulate the effects of lower and higher background ammonia

concentrations.  As the baseline results indicate, the standard simulations have sufficient

ammonia to form ammonium sulfate and ammonium nitrate at 20oC prior to formation of

the cloud.  The excess ammonia then serves to buffer the acidity of the cloudwater, which

promotes efficient oxidation of dissolved SO2.  The SCICHEM model estimates of

sulfate concentration with 0.1 and 25 ppb of background ammonia are 46 percent lower

and 4 percent higher than in the baseline case 5km downwind of the source.  Farther



84

downwind, the effects of reduced ammonia are quite evident: the estimated sulfate levels

are 14 percent lower than the baseline results at 25 km in the low ammonia case which is

reasonable.  However, the results for sulfate at 25 km with high ammonia and the results

for nitrate are problematic.  Our expectation for sulfate 25 km downwind of the source in

a high ammonia background is that the sulfate should be equal to or greater than the

baseline case.  As Table 4-28 shows, sulfate and aerosol nitrate are estimated to decrease

with a high background ammonia level which is directionally incorrect.  We subsequently

conducted simulations with the stand-alone aqueous chemistry module for high ammonia

concentrations.  The results from these studies show that the module has trouble

integrating the chemistry at high ammonia concentrations and is unable to maintain sulfur

mass balance.  This suggests that the anomalous results found in the SCICHEM

simulations for the high ammonia simulation may be due to inherent limitations in the

aqueous-phase chemistry module for high pH conditions.

The effects of variations in the background ozone concentrations were simulated in

sensitivity Runs 32 and 33.  Lowering the background ozone slows down the

photochemistry and reduces the gas-phase oxidation rates of SO2 and NOx, which also

reduces the production of sulfuric acid, nitric acid, hydrogen peroxide, and ozone.

Higher ozone levels have the opposite effects.  The results for these sensitivity

simulations show that varying the background ozone levels has only a small effect on

sulfate estimates in the cloud, but does affect nitrate before, during, and after the cloud.

Compared to the baseline aqueous-phase case, nitrate aerosol levels were 15 to 22 percent

lower with the 10 ppb background ozone levels, and 10 to 20 percent higher with the 100

ppb ozone level during the cloud event.  These results are directionally correct and

quantitatively consistent with our expectations.

The aqueous-phase chemistry module estimates the iron and manganese aerosol

concentrations from the total concentration of crustal material.  Iron and manganese

catalyze the oxidation of dissolved SO2 and are particularly effective at moderate and

high pHs.  Simulations were made with 0.1 and 100 µg/m3 of crustal material to explore

the sensitivity to this input.  The results show that removing the crustal material in the

background air decreases sulfate significantly near the source, but does not have much
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effect on sulfate farther downwind.  For example, the hour 16 sulfate at 5 km downwind

of the source is reduced from 16 to 11.8 µg/m3, while the sulfate 25 km downwind is

reduced slightly when the crustal aerosol concentration is reduced from 10 to 0.1 µg/m3.

Increasing the background crustal material is estimated to have small effects on sulfate.

The changes in nitrate with background crustal aerosol concentrations are also small.

Overall, the SCICHEM model responded in a rational manner to changes in the crustal

concentration inputs.

A simulation with elevated background sodium chloride concentrations (Run 36) was

made.  The results show higher sulfate levels in the near-field, and lower nitrate aerosol

levels in both the near- and far-field.  It makes sense for chloride to accelerate sulfate

formation.  It is not clear why the aerosol nitrate in the cloud decreased 30 percent.  This

result deserves further investigation because it was unexpected.

Runs 37 and 38 were conducted to investigate the effects of variations in background

VOC concentrations (of 10 and 300 ppbC) on concentrations of other species downwind

of the source.  The VOC effects on estimated sulfate levels are quite small; however,

under these VOC rich conditions, a considerable amount of NOx is converted to less-

soluble organic nitrate (e.g., PAN) rather than highly-soluble inorganic nitrate.  As a

result, the model estimates lower aerosol nitrate concentration at 50 km during the cloud

event with the high VOC inputs.  The result with lower VOC levels produced higher

sulfate and nitrate levels than the baseline results.  These responses are consistent with

expectations.

Lastly, two simulations were made to explore the effects of varying the SO2 emission

rates in simulations with clouds.  Runs 39 and 40 have zero and double the baseline SO2

emissions rates, respectively.  Recall that there was essentially no sulfate production in

the zero SO2 emissions case without clouds (Run 7).  With clouds and without SO2

emissions, the model produces about 1.5 µg/m3 above the 1 µg/m3 background sulfate

concentration which is too much, given that the background SO2 concentration is only 0.1

ppb.  The model should not have produced more than 0.4 µg/m3 of sulfate in this case.

The artificial source of aerosol sulfate in the simulation needs to be identified and
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corrected.  The simulation with double the SO2 emissions produced about 50 to 70

percent higher sulfate than the baseline case during the cloud event.  The estimated

nitrate levels were not significantly affected by the increased SO2 emissions.  This

response is consistent with the expectation that aqueous conversion of dissolved SO2

should be less efficient in plumes with higher SO2 concentrations.
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5. SUMMARY AND RECOMMENDATIONS

5.1. Summary of Model Testing

The SCICHEM model was exercised for forty case studies to test the newly added

aerosol and aqueous-phase chemistry modules.  The model’s response and sensitivity to

changes in model inputs were evaluated for hypothetical conditions involving a single

elevated point source emitting SO2 and NOx under relatively constant meteorological

conditions.  The model’s performance was evaluated on a qualitative and semi-

quantitative basis.  This entailed assessing whether the model’s responses were

directionally correct and were plausible in magnitude.  No comparisons against observed

data were made in the evaluation.

Plausible baseline case simulations were established without and with afternoon clouds.

The model’s responses to most of the input parameter variations were entirely consistent

with scientific expectations.  For cases without clouds, variations in wind speeds, mixing

heights, temperatures, relative humidities, and SO2 emission rates produced results that

were directionally correct and quantitatively consistent with physical and chemical

expectations.  Similarly, for cases with afternoon clouds, the model produced plausible

responses to changes in cloud duration, liquid water content, precipitation, background

H2O2, background ozone, background VOCs, and background crustal aerosol

concentrations.

However, model results for some of the case studies were anomalous.  For the cases

without clouds, variations in the point source NOx emission rates yielded some

unexpected results. Simulations with zero NOx emissions indicate that the model

produces almost as much ozone from the background NO2 (2 ppb) than cases with a NOx

source.  These results could be due to SCICHEM’s treatment of the interaction of the

plume with the background air.  It may be inappropriate to apply the model with constant

(“unstepped”) background concentrations for highly reactive species (as was done for

these tests).  These results may also be due to the VOC/NOx ratios in these simulations.
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Additional simulations with a range of VOC background concentrations will be required

to test this hypothesis.

The test cases involving the varying NOx emission rates also indicated that

concentrations can oscillate downwind of the source.  This is an undesirable result which

needs more analysis.  Further testing is required to determine the source of the

oscillations.

Additional unexpected responses were also identified in some of the model tests with

clouds.  These involved variations in background ammonia, background sodium chloride,

and SO2 emission rates:

•  A cloud simulation with a high ammonia background concentration (25 ppb)

produced less ammonium sulfate and nitrate in the afternoon than the baseline case

with a 5 ppb ammonia background.  It should have produced the same or higher

levels of both species.  We subsequently conducted simulations with the stand-alone

aqueous chemistry module for high ammonia concentrations.  The results from these

studies show that the module has trouble integrating the chemistry at high ammonia

concentrations and is unable to maintain sulfur mass balance.  This suggests that the

anomalous results found in the SCICHEM simulations for the high ammonia

simulation may be due to inherent limitations in the aqueous-phase chemistry module

for high pH conditions.

•  A simulation with a high background concentration (5 µg/m3) of sodium chloride also

produced lower nitrate estimates in the afternoon than the baseline case that had 0.1

µg/m3 of sea salt.  This input perturbation was not expected to materially alter the

estimated nitrate levels.

•  Lastly, while a cloud simulation with increased SO2 emissions showed a plausible

response, a simulation with zero SO2 emissions produced higher than expected sulfate

aerosol particle concentrations.  The model predicted sulfate concentrations that are

1.5 µg/m3 above the background level whereas the expected value (from conversion

of the 0.1 ppb background SO2 to sulfate) should not have been more than about 0.4
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µg/m3.  This result bears some similarity to the high ozone production rates found in

the dry case with zero NOx emissions and may be related to the model’s treatment of

plume interaction with the background air.  Alternately, this response might be caused

by poor conservation of mass in the aqueous-phase chemistry module, particularly at

low concentrations.

As discussed in the following section, it is necessary to perform further testing to

determine the reasons for some of these unexpected results.

5.1. Recommendations

While SCICHEM with aerosol thermodynamics and aqueous chemistry appears to

respond correctly for most of the tests that were conducted, it is necessary to perform a

more detailed investigation and analysis of some of the case studies for which the model

produced unexpected results.  Such a detailed analysis was not possible within the scope

of this brief study, but is essential if the model is to be widely used and evaluated against

observations.  In addition, there were two test cases that did not execute because the

aqueous-phase chemistry module solver failed.  They were a case with 0.6 g/m3 cloud

liquid water content (results not presented) and the low background temperature case

(Run 26).  Both cases were run successfully with the aqueous free-radical chemistry

disabled, suggesting that the radical chemistry was the reason for the non-convergence.

Further testing of the aqueous-phase chemistry module in a stand-alone mode using the

input conditions that caused SCICHEM to fail will be required to understand and rectify

the problem.  Additionally, testing of SCICHEM should be extended to include more

complex meteorological conditions, as well as comparison with actual data sets.

These analyses and testing may point to the need, among other things, to improve the

current treatment in SCICHEM of ambient concentrations of reactive species, as well as

address the issue of whether the plume perturbations should be advanced instead of the

total plume concentrations.   SCICHEM currently advances the total concentration in the

plume, including the ambient.  Therefore, when zero emissions are released, the ambient

conditions will be reacted in the path of the plume.  This was chosen as the approach
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since other reactive plume models, such as ROME, also take this approach.  However, for

a puff model, it may be more appropriate to step the perturbation concentrations, while

still taking into account the interaction with the ambient concentrations.  For example, the

rate of a nonlinear reaction for the total concentration is as follows:

R k A A B BT P B P B= + +( )( )

where AP and BP are the plume concentrations of the reactants and AB and BB are the

corresponding background concentrations.  The rate of change of the ambient is k AB BB.

In order to avoid advancing the ambient in the path of the plume, the rate of change of the

perturbation concentrations would then be as follows:

R k A B A B A BP P P B P P B= + +( )

The perturbation concentrations can be stepped using Rp as the rate of change.  This

would give the consistent result that with no emissions, the plume has no impact and the

ambient concentrations will be the result of the simulation.  This is an issue that needs

further consideration.

There are several other areas for future development and improvement of SCICHEM.

These improvements are necessary for SCICHEM to be accepted by the scientific and

regulatory communities (after appropriate validation and review) as a tool that can be

used to address air quality issues such as PM2.5, visibility, and regional haze.  Most of

these improvements are directly relevant and natural sequels to the study described here.

For example, the aqueous-phase chemistry module implemented in this study is a bulk

aqueous-phase chemistry module.  There is some evidence (Strader et al., 1998) that

using a bulk module may result in underestimation of aqueous-phase SO2 to sulfate

chemical transformation rates under certain conditions.  As the next step in the

improvement of SCICHEM, the two-section aqueous-phase chemistry module described

by Strader et al. (1998) could be incorporated into SCICHEM.  Similarly, an aerosol

equilibrium module has been implemented in this study, but there is no treatment of

aerosol particle size distribution and dynamics or secondary organic aerosol formation.

Modules that treat these processes exist or are currently under development and should be
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available for future incorporation into SCICHEM.  Note that the foundation for

incorporation of multiple droplet sizes for aqueous-phase chemistry and multiple particle

sizes for aerosol particles has already been laid in the current study, but has not been

activated since the size-resolved modules are not yet implemented.  This will facilitate

the implementation of size-resolved aqueous-phase chemistry and aerosol modules in the

future.

Another area for future investigation involves the gas-phase mechanism used in

SCICHEM simulations.  For the study described here, we tested SCICHEM using the

CB-IV mechanism for gas-phase chemistry.   The CB-IV mechanism was designed and

optimized to estimate ozone concentrations.  It often produces much higher hydrogen

peroxide levels than other mechanisms and does not include species required by aqueous-

phase chemistry modules, such as higher peroxides or organic acids, that are included in

other mechanisms.  The SAPRC98 and RADM-II chemical mechanisms were designed to

be coupled with aqueous-phase chemistry models and provide a more refined treatment

of radical reactions under low NOx conditions.  In future applications involving aqueous-

phase chemistry, it would be advantageous to use the SAPRC98 or RADM-II chemical

mechanisms.  This would be particularly important for simulations with major point

source emissions in pristine environments where the gas-phase production of oxidants in

the background air may influence subsequent SO2 oxidation rates in clouds.  Note that

gas-phase chemistry mechanisms may be freely switched in SCICHEM, but there are

certain dependencies between the species in the mechanism and the species used in

certain modules, such as the staged-chemistry module and the newly incorporated aerosol

equilibrium and aqueous-phase chemistry module.  For the most part, these dependencies

should not be a restriction since many of the species in different gas-phase chemical

mechanisms are identical.  However, some small effort may be required to develop an

interface that reads a switch (in the IMC file) naming the mechanism used (e.g., CB-IV or

SAPRC98), and sets up the correct species names depending on the mechanism.

One component of SCICHEM that definitely requires improvement is the treatment of

dry deposition for gases.  Currently, the deposition velocities of the gas-phase species are

specified in the IMC file and the same fixed values are used throughout the simulation.
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This approach is not realistic, since it does not take into account the time of day,

atmospheric conditions, or surface types, all of which influence the rate at which material

is dry deposited.  Most of the currently available air quality models take these factors into

account and calculate resistances for the various pathways leading to dry deposition of

pollutants are calculated and combined to estimate dry deposition velocities.  It should be

straightforward to incorporate similar algorithms in SCICHEM.

Additional improvements that can be added to the model include reflecting the cloud

cover in the photolysis rates that are calculated.  In addition, alternative ways of

providing cloud liquid water content may be desirable.  For example,  to specify three-

dimensional cloud cover, a profile type or gridded type meteorological input file must be

provided by the user.  It would be useful to allow the user to specify all cloud information

on a surface type file by also specifying cloud top and cloud bottom.  This would allow

the user to run simple test cases specifying a layer of clouds without having to construct

the necessary profile or gridded files.

A final area of improvement that deserves consideration is the source specification.  It

would be useful to specify an area source term that can be used to represent urban areas.

SCICHEM currently does not allow the user to specify an area source type.  In addition,

it would be helpful to add the capability to simulate stacks that are close together more

efficiently, either by combining the sources internally or by allowing the interaction of

“static puffs”, which are used to represent the early portion of the plume and increase

computation time.  Currently, static puffs can only be used for sources that do not

interact.
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1

1.0  INTRODUCTION.

SCIPUFF is a Lagrangian transport and diffusion model for atmospheric
dispersion applications.  The acronym SCIPUFF stands for Second-order Closure
Integrated PUFF and describes two basic aspects of the model.  First, the numerical
technique employed to solve the dispersion model equations is the Gaussian puff method
(Bass, 1980) in which a collection of three-dimensional puffs is used to represent an
arbitrary time-dependent concentration field.  Second, the turbulent diffusion
parameterization used in SCIPUFF is based on the second-order turbulence closure
theories of Donaldson (1973) and Lewellen (1977), providing a direct connection
between measurable velocity statistics and the predicted dispersion rates.  SCIPUFF has
been expanded under EPRI sponsorship to include the treatment of nonlinear chemical
reactions.  SCIPUFF with chemistry is now referred to as SCICHEM.

The Lagrangian puff methodology affords a number of advantages for
atmospheric dispersion applications from localized sources.  The Lagrangian scheme
avoids the artificial diffusion problems inherent in any Eulerian advection scheme, and
allows an accurate treatment of the wide range of length scales as a plume or cloud grows
from a small source size and spreads onto larger atmospheric scales.  This range may
extend from a few meters up to continental or global scales of thousands of kilometers.
In addition, the puff method provides a very robust prediction under coarse resolution
conditions, giving a flexible model for rapid assessment when detailed results are not
required.  The model is highly efficient for multiscale dispersion problems, since puffs
can be merged as they grow and resolution is therefore adapted to each stage of the
diffusion process.

SCICHEM implements efficient adaptive time stepping and output grids.  Each
puff uses a time step appropriate for resolving its local evolution rate, so that the
multiscale range can be accurately described in the time domain without using a small
step for the entire calculation.  The output spatial fields are also computed on an adaptive
grid, avoiding the need for the user to specify grid information and providing a complete
description of the concentration field within the computational constraints under most
conditions.
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The generality of the turbulence closure relations provides a dispersion
representation for arbitrary conditions.  Empirical models based on specific dispersion
data are limited in their range of application, but the fundamental relationship between
the turbulent diffusion and the velocity fluctuation statistics is applicable for a much
wider range.  Our understanding of the daytime planetary boundary layer velocity
fluctuations provides reliable input for the second-order closure description of dispersion
for these conditions.  For larger scales and upper atmosphere stable conditions, the
turbulence description is based on climatological information, but the closure framework
is in place to accept improvement as our understanding of these regimes improves.  The
closure model has been applied on local scales up to 50km range (Sykes et al., 1988) and
also on continental scales up to 3000km range (Sykes et al., 1993).

The second-order closure model also provides the probabilistic feature of
SCICHEM through the prediction of the concentration fluctuation variance.  In addition
to giving a mean value for the concentration field, SCICHEM provides a quantitative
value for the random variation in the concentration value due to the stochastic nature of
the turbulent diffusion process.  This uncertainty estimate is used to provide a
probabilistic description of the dispersion result, and gives a quantitative characterization
of the reliability of the prediction.  For many dispersion calculations, the prediction is
inherently uncertain due to a lack of detailed knowledge of the wind field and a
probabilistic description is the only meaningful approach.

SCICHEM treats the chemistry by using a passive tracer that carries a set of
reactive chemical species, which is referred to as a “multicomponent” material.  While
the attached species are transported and diffused with the conserved tracer, they are also
transformed through chemical reaction.  The gas-phase chemical mechanism and rate
constants are provided by the user.  Options include the use of a “staged” chemical
mechanism (Karmachandani et al.,1998) that remains somewhat flexible, except that
certain chemical species must be present in the mechanism.  The effects of turbulent
fluctuations on the binary gas-phase mechanism may be taken into account for user-
specified reactions, such as the fast reaction between NO and O3 (Sykes et al, 1998b).
Aqueous-phase chemistry may be optionally included if liquid water content is also
provided in the meteorology input.  Aerosol equilibrium can also be treated optionally.
The aqueous chemistry mechanism and aerosol species equilibrium treatment are fixed in
modular subroutines and, therefore, certain chemical species must be present in the gas-



3

phase mechanism for these options to be used.  Wet and dry deposition of the reactive
species may also be treated.

Details of the technical approach of the treatment of chemistry in SCICHEM may
be found in the EPRI Report entitled “SCICHEM: A new generation plume-in-grid
model” (1999) and details of the SCIPUFF dispersion model (with out chemistry) can be
found in Sykes et al. (1998a).  The purpose of this document is to describe the input and
output file formats of SCICHEM.  It is not written as a User’s Manual and users are
advised to use the ‘Online Help’ when encountering problems or questions when running
SCICHEM.
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2.0  INPUT FILES.

2.1  INPUT FILE STRUCTURE.

The input data for PC-SCICHEM is constructed by the Graphical User Interface,
but consists of Fortran NAMELIST files.  There are four input files:

ProjectName.INP - the main input parameter file

ProjectName.SCN - the release scenario file

ProjectName.MSC - the meteorological scenario file

ProjectName.IMC - the multicomponent input file (optional)

where ProjectName is the identifying name for the PC-SCICHEM calculation.  The files
are maintained separately so that an arbitrary number of releases can be made, and
multiple release material types can be defined.  The INP, SCN and MSC file are all
generated by providing input to the GUI, however, the IMC file is not generated by the
GUI and must be created by the user.

PC-SCICHEM input parameters are specified through namelist groups and
unformatted data located in the input, release scenario, meteorology scenario and
multicomponent input files.  All namelist parameters must be contained within the
‘&groupname’ and ‘&end’ lines of the given input file.  The ‘&’ on these lines must be
preceded by at least one space in order for the program to recognize this block as
namelist input.  All lines contained outside of the namelist section are considered
comments and are disregarded by PC-SCICHEM, except in the multicomponent input
file.  Some input parameters have default values; if a parameter does not have a default,
the program will abort if the parameter is not included in the namelist.

2.2  MAIN INPUT FILE.

A sample input file is shown in Figure 2-1.  The following section describes the
namelist parameters and their defaults, if available.  Not all of the namelist parameters are
shown in the example.
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$CTRL
 RESTART =  F,
 FILE_RST =  ‘  ‘,
 PATH_RST =  ‘  ‘,
 TIME_RST =  .000000,
 $END
 $TIME1

YEAR_START =   1979,
 MONTH_START =   7,
 DAY_START =   7,
 TSTART =   8.18330,
 TZONE =   17.0000,
 LOCAL =   T,
 $END
 $TIME2
 YEAR_END =   1979,
 MONTH_END =   7,
 DAY_END =   7,
 TEND =   14.6833,
 TEND_HR =   6.50000,
 DELT =   900.000,
 DT_SAVE =   1800.00,
 $END
 $FLAGS
 TITLE = ‘SCICHEM RUN’,
 CREATE =  F,
 AUDIT_CLASS = ‘UNCLASSIFIED’,
 AUDIT_ANALYST= ‘Anonymous’,
 DYNAMIC =  T,
 DENSE_GAS =  F,
 STATIC =  T,
 MULTICOMP =  T,
 HAZAREA = ‘OFF’,

RUN_MODE = 0,
$END
 $DOMAIN
 CMAP = ‘CARTESIAN’,
 XMIN =  -1.00000,
 XMAX =   60.0000,
 YMIN =  -15.0000,
 YMAX =   15.0000,
 ZMAX =   2500.00,
 VRES =   1.000000E+36,
 HRES =   1.000000E+36,

XREF =   .000000,
 YREF =   .000000,
 LON0 =  -111.270,
 LAT0 =   36.8800,
 $END
 $OPTIONS
 T_AVG =   .000000,
 CMIN =   .000000,
 LSPLITZ =   T,
 DELMIN =   1.000000E+36,
 WWTROP =   1.000000E-02,
 EPSTROP =   4.000000E-04,
 SLTROP =   10.0000,
 UU_CALM =   .250000,
 SL_CALM =   1000.00,
 NZBL =   11,
 MGRD =   2,
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 GRDMIN =   .000000,
 Z_DOSAGE =   .000000,
 SMPFILE =   ‘samp.loc’,
$END
$MATDEF
 MNAME = ‘TRAC            ‘,
 CLASS = ‘GAS             ‘,
 UNITS = ‘ppm-m3          ‘,
 DENSITY =   1.20000,
 GAS_DEPOSITION =   .000000,
 DECAY_AMP =   .000000,
 DECAY_MIN =   .000000,
 CONC_MIN =   .000000,

GROUP_DEPOSITION =  F,
 GROUP_DOSE =  F,
 MULTI_COMP =  T,
$END
$MATDEF
 MNAME = 'DUST            ',
 CLASS = 'PART            ',
 UNITS = 'kg              ',

NSG =   4,
 DENSITY =   1.00000,
 PSIZE =   7.5E-06, 1.25E-05, 1.75E-05, 3.5E-05,
 PBOUNDS = 5.0E-06, 1.0E-05, 1.5E-05, 2.0E-05, 5.0E-05,
 DECAY_AMP =   .000000,
 DECAY_MIN =   .000000,
 CONC_MIN =   .000000,
 NWPN_DECAY =  -1.000000E+36,
 GROUP_DEPOSITION =  F,
 TOTAL_DEPOSITION =  F,
 GROUP_DOSE =  F,
 TOTAL_DOSE =  F,
 MULTI_COMP =  F,
 FILE_NAME='    ',
 FILE_PATH='    ',
$END

Figure 2−1. Sample PC-SCICHEM input file.

The namelist group input parameters are defined as follows:

Namelist: CTRL - run control flag

restart - Flag for run status (LOGICAL).  If ‘True’, the old project file is
used to continue the run from the last time break.  The default is
‘False’.

file_rst - name of project used to initialize current project.
(CHARACTER*128).  If not blank, the current project is run on
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from the state defined by the file_rst project, puff and surface files.
The default is ‘  ‘ (blank).

path_rst - path for project file_rst.  (CHARACTER*128).  The default is ‘  ‘.

time_rst - time on the puff and surface files of project file_rst used to
initialize the current project (REAL*4).  The default is the last
time.

Namelist: TIME1 - time domain information

year_start - Start year of the calculation (INTEGER*4).  If the year is not
specified, it is assumed to be that of the first year given in the
meteorological input.

month_start - Start month of the calculation (INTEGER*4).  If the month is not
specified, it is assumed to be that of the first month given in the
meteorological input.

day_start - Start day of the calculation (INTEGER*4).  If the day is not
specified, it is assumed to be that of the first day given in the
meteorological input.

tstart - Start time (hours) of the calculation (REAL*4).  If the time is not
specified, it is assumed to be that of the first time given in the
meteorological input.

tzone - Local time of midnight UTC (REAL*4).  The default is zero.

local - Flag for calculation time convention (LOGICAL).  If ‘True’, the
time is taken as local instead of UTC.  The default is ‘False’.

time_status - This variable is not required for this version of the code, however,
it will appear if the project is created with the GUI.  It is not used.

Namelist: TIME2 - supplementary time domain input used for restart

year_end - Stop year of the calculation (INTEGER*4).  If the year is not
specified, it is assumed to be the same as the start year.

month_end - Stop month of the calculation (INTEGER*4).  If the month is not
specified, it is assumed to be the same as the start month.
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day_end - Stop day of the calculation (INTEGER*4).  If the day is not
specified, it is assumed to be the same as the start day.

tend - Stop time (hours) of the calculation (REAL*4).  If the time is not
specified, it is assumed to be 1 hour past the start time.

tend_hr - Duration (hours) of the calculation (REAL*4).

delt - Maximum timestep (seconds) of the calculation (REAL*4).  The
default is 900.

dt_save - Amount of time (hours) between output dumps (REAL*4).  The
output includes the instantaneous fields and the surface
accumulation fields, as specified by the user.  The default is 6.

Namelist: FLAGS - run control and audit information

title - Descriptive title of the project (CHARACTER*80).  No default is
available.

create - Flag for full PC-SCICHEM calculation (LOGICAL).  If ‘True’,
PC-SCICHEM only initializes the project, but does not start the
calculation.  The default is ‘False’.  If a project is created with the
GUI, this will be set to ‘True’.  To run the DOS version, set create
to ‘False’.

audit_class - Classification of the current project (CHARACTER*32).  No
default is available.

audit_analyst - Name of the project analyst (CHARACTER*32).  The default is
‘anonymous’.

dynamic - Flag to including momentum and buoyancy dynamics
(LOGICAL).  If ‘False’ then puffs are treated as passive.  Only
gaseous puffs can carry dynamics; however all puffs will be
influenced by the dynamics.

dense_gas - Flag to include dense gas effects (LOGICAL).  Not required in the
current version.  Must be ‘False’.

static - Flag to perform quasi-steady calculation of continuous sources
(LOGICAL).  The default is ‘True’.
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multicomp - Flag to perform multicomponent chemistry (LOGICAL).  Must
also have a multicomponent input file (ProjectName.IMC).

hazarea - Type of hazard area prediction (CHARACTER*4).  Not required
in the current version.  Must be ‘OFF’.

run_mode - Run mode (INTEGER*4).  If set to 0, the standard run mode is
used.  If set to 1, a fast mode is used.  In the fast mode, the vertical
and horizontal resolution are coarsened and the merge criteria for
puffs is relaxed, leading to fewer puffs and faster computation
speed.

Namelist: DOMAIN- defines the spatial domain

cmap - Type of spatial domain, ‘CARTESIAN’ or ‘LATLON’
(CHARACTER*40).  The default is ‘LATLON’.

xmin - Minimum horizontal coordinate (REAL*4).  For a LATLON run,
this value represents the minimum longitude of the domain in
degrees.  For CARTESIAN runs, this value represents the western
boundary in kilometers.

xmax - Maximum longitude (deg) or eastern (km) boundary (REAL*4).

ymin - Minimum latitude (deg) or southern (km) boundary (REAL*4).

ymax - Maximum latitude (deg) or northern (km) boundary (REAL*4).

zmax - Vertical extent (meters) of the calculation domain (REAL*4).  The
default is 2500.

vres - Spacing parameter (meters) that limits the vertical growth of a puff
(REAL*4).  The default is 250.

hres - Spacing parameter that limits the horizontal growth of a puff in the
same units as xmin (REAL*4).  For observational data, the default
is 1/10 of the domain.  For gridded data, the resolution is taken as
that of the meteorology.

xref - Cartesian x-coordinate (km) of the reference point when
CARTESIAN coordinates are specified (REAL*4).  The default is
zero.
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yref - Cartesian y-coordinate (km) of the reference point when
CARTESIAN coordinates are specified (REAL*4).  The default is
zero.

utm_zone - This variable is not required for this version of the code, however,
it will appear if the project is created with the GUI.  It is not used.

lon0 - Longitude of the reference point in degrees, when CARTESIAN
coordinates are specified (REAL*4).  The default is zero and east
is positive.

lat0 - Latitude of the reference point in degrees, when CARTESIAN
coordinates are specified (REAL*4).  The default is zero and north
is positive.

domain_status - This variable is not required for this version of the code, however,
it will appear if the project is created with the GUI.  It is not used.

Namelist: OPTIONS - optional parameters

t_avg - Conditional averaging time (seconds) for defining the diffusive
component of turbulence (REAL*4).  The default is no conditional
averaging.

cmin - Minimum puff mass (REAL*4) in user-defined units (see units
under MATDEF).  The default is zero.

lsplitz - Flag for vertical puff splitting within the planetary boundary layer
(LOGICAL).  If ‘True’, puffs are not split in the vertical direction
within the boundary layer.  The default is ‘False’.

delmin - Minimum grid size (meters) for the adaptive surface grid
(REAL*4).  The default is zero.

wwtrop - Tropospheric vertical turbulent fluctuations (m2s–2) used as the
minimum value (REAL*4).  The default is 0.01.

sltrop - Tropospheric vertical length scale (meters) (REAL*4).  The
default is 10.

epstrop - Tropospheric energy dissipation rate (m2s–3) (REAL*4).  The
default is 4.0×10–4.
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uu_calm - Minimum horizontal velocity fluctuation variance (m2s–2)
(REAL*4).  The default is 0.25.

sl_calm - Horizontal length scale associated with uu_calm (meters)
(REAL*4).  The default is 1000.

nzbl - Number of boundary layer vertical grid levels (INTEGER*4).  The
default is 11.

mgrd - Grid resolution parameter that limits the horizontal growth of a
puff (INTEGER*4).  The horizontal size of the puffs will be
limited to 2mgrd hres× , where hres is specified under the DOMAIN
section. The default is 2.

grdmin - Minimum grid size (meters) for the puff grid resolution (REAL*4).
The default is zero.

z_dosage - Elevation at which surface dosages are computed (REAL*4).
Default is 0.0

smpfile - Name of a file with sampler locations for sampler output
(CHARACTER*80).  See Section 2.6.

dt_smp - Not available in this version of the code (REAL*4).  If the project
is created with the GUI, the default value of 1.E+36 will appear.  It
will not be used

Namelist: MATDEF - defines material properties (multiple copies of this
namelist can be included in the input file to define multiple materials)

mname - Material name (CHARACTER*16).  Any sixteen character string
used to identify the material.  No default.

class - Material class (CHARACTER*16).  Must be ‘GAS’ (gaseous) or
‘PART’ (particle).

nsg - Number of particle size groups (INTEGER*4).  Only used for
particle type materials.

density - Gaseous or particle material density (kg/m3) (REAL*4).

gas_deposition - Gas deposition velocity (m/s) (REAL*4).  Only used for gaseous
materials.
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psize - Array of particle mass mean diameters (microns) (REAL*4).  Only
used for particle type materials.

pbounds - Bin boundaries (microns) that determine the range of particle sizes
within the subgroup (REAL*4).  Only used for particle type
materials.

group_deposition - Flag for group deposition (LOGICAL).  If ‘True’, the deposition of
each subgroup is included on the output surface deposition file.
The default is ‘False’.

total_deposition - Flag for total deposition (LOGICAL).  If ‘True’, the total
deposition of all subgroups is included on the output surface
deposition file.  The default is ‘False’.

group_dose - Flag for group dose (LOGICAL).  If ‘True’, the dose of each
subgroup is included on the output surface dose file.  The default is
‘False’.

total_dose - Flag for total dose (LOGICAL).  If ‘True’, the total dose of all
subgroups is included on the output surface dose file.  The default
is ‘False’.

units - Material mass units for labeling plots (CHARACTER*4).

conc_min - Minimum concentration of interest for this material (REAL*4).

decay_amp - Daytime decay rate (s–1) of the material (REAL*4).  The default is
zero.

decay_min - Nighttime decay rate (s–1) of the material (REAL*4).  The default
is zero.

multi_comp - Flag to attach multiple chemical species to the material
(LOGICAL).  Must also have a multicomponent input file
(ProjectName.IMC).

nwpn_decay - Not used in this version of the code(REAL*4).  If the file is created
with the GUI, this variable will appear on the input file as a “not
set” value of -1.E+36.  It is not used.

file_name - Not used in this version of the code(CHARACTER*80).  If the file
is created with the GUI, this variable will appear on the input file
as ‘  ’ (blank).  It is not used.
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file_path - Not used in this version of the code(CHARACTER*80).  If the file
is created with the GUI, this variable will appear on the input file
as ‘  ’ (blank).  It is not used.

2.3  RELEASE SCENARIO FILE.

A sample release scenario file is shown in Figure 2-2.  The following section
describes the namelist parameters and their defaults, if available.  Not all of the namelist
parameters are shown in the example.

$SCN
TREL =   .000000,

 XREL =   .000000,
 YREL =   .000000,
 ZREL =   236.000,
 CMASS =   1.00000,

TDUR =   999.000,
 RELTYP = ‘C   ‘,
 NAME_REL = ‘    ‘,
 RELMAT = ‘TRAC’,
 SIGX =   .000000,
 SIGY =   4.20000,
 SIGZ =   4.20000,

UREL =   .000000,
 VREL =   .000000,
 WREL =   .000000,
 WMOM =   40400.0,
 BUOY =   134000.,
 REL_MC =  117702., 100550.,  .000000,  .000000,  .000000,
.000000,  .000000,  .000000,  .000000,  .000000,  .000000,  .000000,
.000000,  .000000,  .000000,  .000000,  .000000,  .000000,  .000000,
.000000,  .000000,  .000000,  .000000,  .000000,  .000000,  .000000,
.000000,  .000000,  .000000,  .000000,  .000000,  .000000,  .000000,
.000000,
$END

Figure 2-2. Sample PC-SCICHEM release scenario file.

The namelist parameters are defined as follows:

trel - Release time (hours) (REAL*4).  No default is available.

xrel - Absolute x-coordinate of the release, Cartesian (km) or Lat/Long
(degrees) (REAL*4).  No default is available.
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yrel - Absolute y-coordinate of the release, Cartesian (km) or Lat/Long
(degrees) (REAL*4).  No default is available.

zrel - Release height (meters) above the surface (REAL*4).  No default
is available.

reltyp - Type of release, ‘C’ for continuous, ‘I’ for instantaneous, ‘CM’ for
continuous moving, or  ‘CS’ for continuous stack
(CHARACTER*4).  No default is available.

cmass - Total mass of material for an instantaneous release or mass flux for
a continuous release (REAL*4).  In user-defined units (see units
under MATDEF in the INP file), units for instantaneous and units
per second for continuous, moving or stack.  No default.

size - Source radius or initial Gaussian spread or stack diameter (meters)
(REAL*4).  No default is available.

tdur - Duration (hours) of release for a continuous release (REAL*4).
No default is available.

name_rel - Name of the CLOUDTRANS file containing the puff data for an
instantaneous release (CHARACTER*80).  No default is available.

relmat - Name identifying the material being released (CHARACTER*4).
Must be identical to a name given in the materials list in the input
file.  No default is available.

sigx - x-direction source diameter (meters) (REAL*4).  No default is
available.

sigy - y-direction source diameter (meters) (REAL*4).  No default is
available.

sigz - z-direction source diameter (meters) (REAL*4).  No default is
available.

subgroup - Number of the individual material subgroup for a particle release
(INTEGER*4).  No default is available. For particle material
releases if subgroup is equal nsg+1 where nsg is the number of
size bins defined in the MATDEF namelist in project.inp,. then the
cmass is distributed among all material bins with a lognormal
distribution.
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horiz_uncertainty -  The horizontal uncertainty (m) of the location of the source
(REAL*4).  The default is zero.

vert_uncertainty -  The vertical uncertainty (m) of the location of the source
(REAL*4).  The default is zero.

urel - x-direction velocity (m/s) for a moving continuous source
(REAL*4).  No default is available.

vrel - y-direction velocity (m/s) for a moving continuous source
(REAL*4).  No default is available.

wrel - z-direction velocity (m/s) for a moving continuous source
(REAL*4).  No default is available.

wmom - Integrated vertical momentum for the release (m s4 2/ ) for
continuous releases and (m s4 2/ ) for instantaneous releases or
stack exit velocity (m/s) (REAL*4).

buoy - Integrated buoyancy for the release (Cm s3 / ) for continuous
releases and (Cm3) for instantaneous releases or stack exit
temperature (C) (REAL*4).

lognorm_mmd - The mass-mean diameter of the lognormal distribution for
lognormal releases (REAL*4).

lognorm_sigma - The sigma of the lognormal distribution for lognormal releases
(REAL*4).

number_random - The number of copies of this release to be randomly released
(INTEGER*4).  Default is 1.

random_spread - The diameter over which the releases are randomly released (m)
(REAL*4).  Default is 0.0.

random_seed - Random generator seed value (INTEGER*4).

rel_mc - Emission rates of the multiple chemical species (REAL*4).  Must
be in emission_units specified on the ProjectName.IMC file.  Must
also be in the order given in the species section of the IMC file
(excluding equilibrium species).  See Section 2.5.

opid - This variable is not required for this version of the code, however,
it will appear if the project is created with the GUI.  It is not used.
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opmod - This variable is not required for this version of the code, however,
it will appear if the project is created with the GUI.  It is not used.

2.4  METEOROLOGY SCENARIO FILE.

A sample meteorology scenario file is shown in Figure 2-3.  The following
section describes the namelist parameters and their defaults, if available.  Not all of the
namelist parameters are shown in the example.

The namelist parameters are defined as follows:

met_type - Type of meteorological input, ‘OBS’, ‘GRIDDED’, ‘MEDOC’ or
‘FIXED’, (CHARACTER*80).  If MET_TYPE = ‘FIXED’, the
last line of the MSC file must contain the wind speed and
direction, otherwise, the last line must contain the file names of the
meteorological input files, as shown in Figure2-3.  No default.

bl_type - Type of boundary layer input, ‘SBL’, ‘CALC’, ‘OBS’, ‘OPER’,
‘PROF’, ‘MEDOC’, or ‘NONE’ (CHARACTER*80).  No default.

ensm_type - Type of large-scale meteorological input, ‘INPUT’, ‘MODEL’,
‘OBS’, ‘OPER’ or ‘NONE’ (CHARACTER*80).  No default.

uu_ensm - Velocity variance (m2s–2) for calculating the large-scale
component of the dispersion (REAL*4).  Used only with ‘INPUT’
large-scale meteorology.  The default is 0.25.

sl_ensm - Length scale (meters) for calculating the meandering component of
the dispersion (REAL*4).  Used only with ‘INPUT’ or ‘OBS’
large-scale meteorology.  The default is 1.0×105.

sl_haz - Length scale (meters) for calculating dispersion due to wind
uncertainty given as velocity variance on observational
meteorology input files (REAL*4).  Not required in the current
version.  The default is 1.0×105.

zimin - Minimum daily inversion height (meters) for calculating boundary
layer parameters (REAL*4).  Used only with ‘SBL’ boundary
layers.  No default is available.
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zimax - Maximum daily inversion height (meters) for calculating boundary
layer parameters (REAL*4).  Used only with ‘SBL’ boundary
layers.  No default is available.

hconst - Minimum daily surface heat flux (Wm-2) for calculating boundary
layer parameters (REAL*4).  Used only with ‘SBL’ boundary
layers.  No default is available.

hdiur - Maximum daily surface heat flux (Wm-2) for calculating boundary
layer parameters (REAL*4).  Used only with ‘SBL’ boundary
layers.  No default is available.

h_cnp - Canopy height (meters) (REAL*4).  A negative value indicates no
vegetative canopy.  No default is available.

zruf - Surface roughness (meters) (REAL*4).  No default is available.

albedo - Fraction of incident light that is reflected by the surface
(REAL*4).  Used only with ‘CALC’ boundary layers.  No default
is available.

bowen - Ratio of surface sensible heat flux to latent heat flux (REAL*4).
Used only with ‘calculated’ ‘CALC’ layers.  No default is
available.

cloud_cover - Fractional cloud cover where complete overcast is 1 and clear sky
is 0 (REAL*4).  Used only with ‘CALC’ boundary layers.  No
default is available.  If the fractional cloud cover is provided on a
observational or gridded file, this value will be ignored.

local_met - Flag specifying the reference time for the Met files (LOGICAL).
If ‘True’ then it is assumed that the times in the Met files are local
times.  If ‘False’ the times are assumed to be UTC (GMT) times.

tbin_met - Observation time bin width in seconds (REAL*4).  Observations
within a bin are all given the same time.  The default is no time
binning.

pr_type - Global precipitation type, ‘LGTRAIN’, ‘MODRAIN’,
‘HVYRAIN’, ‘LGTSNOW’, ‘MODSNOW’, ‘HVYSNOW’ or
‘METFILE’ (CHARACTER).  When not set to ‘METFILE’, it will
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override what has been specified on the meteorological input file
for either ‘PRATE’ or ‘PRCP’ (see Section 3.1).

nearest_sfc - Number of nearest surface observation stations used for
meteorology interpolation (INTEGER*4).  The default is all.

nearest_prf - Number of nearest upper air profile observation stations used for
meteorology interpolation (INTEGER*4).  The default is all.

lmc_ua - Flag to calculate a mass-consistent adjustment to the wind fields
(LOGICAL).  This is relevant only if met_type is ‘OBS’.  The
default is ‘False’.

lout_mc - Not used in the current version (LOGICAL). If the project is
created with the GUI, it will appear in the MSC file.  The default is
‘False’.

lout_met - Flag to output the met fields in a MEDOC-type file (LOGICAL).
The default is ‘False’.

tout_met - Time in seconds to output met fields (REAL*4).  The default is the
“not set” value of -1.E+36.

lout_2D - Flag to output the 2-D fields in a MEDOC-type file (LOGICAL).
The default is ‘False’.

lout_3D - Flag to output the 3-D fields in a MEDOC-type file (LOGICAL).
The default is ‘False’.

lformat - Flag to output the adjusted wind fields in ASCII format
(LOGICAL).  If ‘False’, a binary file is created. This is relevant
only if lout_2D and/or lout_3D are ‘True’.  The default is ‘False’.

file_ter - Name of file containing terrain information (CHARACTER*80).
This is required if lmc_ua is ‘True’.  No default is available.

alpha_max - Maximum value of vertical adjustment parameter for mass-
consistent wind field calculation (REAL*4). This is relevant only
if lmc_ua is ‘True’ and MC-SCICHEM is invoked.  The default is
1.

alpha_min - Minimum value of vertical adjustment parameter for mass-
consistent wind field calculation (REAL*4). This is relevant only
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if lmc_ua is ‘True’ and MC-SCICHEM is invoked.  The default is
0.

max_iter_ac - Maximum number of iterations allowed for MC-SCICHEM
calculation using the point relaxation method (INTEGER*4).  The
default is 10000.

max_iter - Maximum number of iterations allowed for MC-SCICHEM
calculation using the FFT method (INTEGER*4).  The default is
30.

ac_eps - Convergence criterion for MC-SCICHEM calculation using the
point relaxation method (REAL*4).  The default is 1.0×10!2.

p_eps - Convergence criterion for a MC-SCICHEM calculation using the
FFT method (REAL*4).  The default is 1.0×10!5.

nzb - Number of vertical grid levels used for MC-SCICHEM calculation
(INTEGER*4).  No default is available.

zb - Vertical grid levels used for MC-SCICHEM calculation
(REAL*4).  There must be nzb levels specified.  No default is
available.

dt_swift - Update time interval (sec) for the SWIFT mass-consistent wind
field calculation. (REAL*4).  The default is no time binning.  Not
required in the current version.

lswift - Flag indicating availability of SWIFT mass-consistent wind field
module (LOGICAL).  Not required in the current version.  Must be
‘False’.

ncld - Number of cloud droplet size sections on observational or
MEDOC type files (INTEGER).The default is 0 and currently, the
maximum is 1.  This is not currently available for editing with the
GUI and projects that are created with the GUI may only change
this value from the default value by editing the MSC file.

size_cld - An array (REAL*4) of cloud droplet sizes (m) corresponding to
the cloud droplet sections. Must provide ncld sizes.  The default is
1.e-5. This is not currently available for editing with the GUI and
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projects that are created with the GUI may only change this value
from the default value by editing the MSC file.

&MET
MET_TYPE = ‘OBS’,
BL_TYPE = ‘CALC’,
ENSM_TYPE = ‘NONE’,
UU_ENSM = 0.10,
SL_ENSM = 0.10,
H_CNP = -1.0,
ZRUF = 0.10,
ALBEDO = 0.14,
BOWEN = 0.30,
CLOUD_COVER = 1.00,
LOCAL_MET = F,
NCLD = 1,
SIZE_CLD = 1.00E-5,

&END
  1 $apr_sfc.obs 1 $apr_ua.obs

Note:  The last line in the figure provides the names of the meteorological input files and
must appear as shown ( 1  $filename) for MET_TYPE = ‘OBS’, ‘GRIDDED’, or
‘MEDOC’.  For MET_TYPE = ‘FIXED’, the last line should contain the space-
separated wind direction and wind speed.

Figure 2-3. Sample PC-SCICHEM meteorology scenario file.

2.5  MULTICOMPONENT INPUT FILE.

Nonlinear chemistry is performed by defining a multicomponent material that will
carry a set of reactive chemical species.  The attached chemical species that are
transported and diffused with the conserved tracer will also be transformed through
chemical reaction.  The gas-phase chemical mechanism and rate constants are provided
by the user in the multicomponent input file (ProjectName.IMC, referred to hereafter as
the IMC file).

The IMC file specifies the chemical species names, how they will be modeled, the
chemical reactions they will undergo, and the associated reaction rate constants.  It is
made up of  four sections: the control, species, equations and table sections, in any order.
Each section begins with “#Section name”, (for example, #Control).  All sections are
unformatted and need only be space delimited.  The section headings are as follows:
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Control Section, Species Section, Aqueous Section, Equation Section, and Table Section.
An example IMC file is shown in the appendix.

Current options include the use of a staged chemical mechanism (Karamchandani,
et. al. 1998) designed for use with mechanisms that describe the photochemical
production of ozone.  By defining three stages of plume development,  a smaller set of
reactions can be used near the source, a larger set for the mid-range calculation and the
full chemical mechanism at longer ranges.  This approach decreases computation time
while maintaining the accuracy of the plume chemical development.  If the staged
chemistry is in use, a further option of using a chemistry puff splitting criteria may be
implemented in an attempt to resolve “ozone wings” (initial ozone formation in the
plume edges).

Two options are available for the ordinary differential equation (ODE) solver,
which are either LSODE or the Young and Boris method.  Using LSODE would provide
the most accurate solution for the ODEs, but is computationally expensive.  The Young
and Boris method allows a more rapid solution to the ODEs at some expense of accuracy.

Aerosol equilibrium chemistry may be treated optionally, either by itself or in
combination with aqueous-phase chemistry.  Aqueous-phase chemistry may be treated if
cloud liquid water content has been provided on the meteorological input files.  Dry
deposition and wet scavenging may be treated with user-supplied deposition velocities
and scavenging coefficients.

2.5.1 Multicomponent Control Section.

Under the control section, the following namelist parameters are specified:

step_ambient - Specifies whether or not the ambient concentrations will be
stepped with the same reaction mechanism as the plume
(LOGICAL).  Ambient concentrations can be specified in two
ways: 1D under the species section and 3D through an ambient
file.  Only the 1D ambient may be stepped.  The default is ‘False’.

sove_ynb - Specifies how the chemistry equations will be solved (LOGICAL).
If set to ‘True’, the Young & Boris method will be used, otherwise
LSODE will be used.  The default is ‘False’.
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aqueous - Specifies whether or not aqueous-phase chemistry will be
performed (LOGICAL).  Must have certain species defined in the
species section, as described in the following section.  If set to
‘True’, the species names (see Table 2-3) will be checked to
determine if the aqueous module can be used and if so, aqueous-
phase chemistry will be performed in addition to gas phase.  Liquid
cloud content must be provided on a meteorological input file
(Observationsor Gridded).  The default is ‘False’.

aerosol - Specifies whether or not aerosol equilibrium chemistry will be
modeled (LOGICAL).  Must have certain species defined in the
species section, as described in the following section.  If set to
‘True’, the species names (see Table 2-3) will be checked to
determine if the aerosol module can be used and if so, aerosol
equilibrium chemistry will be performed in addition to gas phase.
The default is ‘False’.

nsec_aer - Number of aerosol particle sections (INTEGER).  Used with
aerosol set to ‘True’.   The default is 1 and currently, the
maximum is also 1.

secbnds_aer(1) - Section boundaries (m) of the aerosol particles (REAL*4).  Used
with aerosol set to ‘True’. Must specify nsec_aer +1 values.  The
defaults are 0.4e-6 and 0.4e-6 (used to represent a mean aerosol
particle diameter of 0.4e-6 m).

rho_aer - Density (kg/m3)of the aerosol particles.  Used with aerosol set to
‘True’.  The default is 1000.

ambient_file - Name of file (CHARACTER*128) that contains the 3D time
dependent ambient species concentrations (optional).  Must be in
the correct format (see Section 3.5).  If an ambient file is specified,
step_ambient must be set to ‘False’.  The default is no ambient file.

species_units - Concentration units (CHARACTER*80) for the ambient
concentrations given under the species section and for output
concentrations.  Options are either ‘ppm’ or ‘molecules/cm3’.  The
default is ‘ppm’.
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emission_units - Emission rate units (CHARACTER*80).  Options are either ‘ppm-
m3/s’,’molecules-m3/cm3-s’, or ‘g/s’.  Emission rates for the
release specified in rel_mc in the Projectname.SCN file.  Aerosol
particle species emissions are always assumed to be in g/s.  See
section 2.3.  The default is ‘ppm-m3/s’.

rate_species_units- Concentration units (CHARACTER*80) for the rate constants
given under the equations section.  Options are either ‘ppm’ or
‘molecules/cm3’.  The rate_species_units will be converted to
match the species_units.  The default is ‘molecules/cm3’.

rate_time_units - Time units (CHARACTER*80) for the rate constants given under
the equations section.  Options are ‘seconds’, ‘minutes’ or ‘hours’.
The default is ‘seconds’.

rtol - Relative tolerance (REAL*4) used to solve chemical reaction
equations.  The default is 1.e-2.

staged_chem - Specifies whether the chemical mechanism in the equation section
(Section 2.5.4) is staged or not (LOGICAL).  Must have certain
species defined in the species section (Section 2.5.2).  The default
is ‘False’.

voc_names(1) - Used only for staged chemistry.  Names (CHARACTER*80) of
volatile organic compounds that react with NO3.  No default.

phno3 - Used only with staged_chem set to ‘True’ (REAL*4).  Production
rate (% per hour) of HNO3 due to the reaction of OH and NO2 that
indicates the stage should include acid formation (switch from
stage 1 to stage 2).  Used both day and night.  The default is 0.1%
per hour.

rno3 - Used only with staged_chem set to ‘True’ (REAL*4).  Production
rate (% per hour) of NO3 due to the reaction of NO2 and O3 that
indicates the stage should include acid formation (switch from
stage 1 to stage 2).  Used at night in conjunction with cno3.  The
default is 0.1% per hour.

cno3 - Used only with staged_chem set to ‘True’ and in conjunction with
pno3 and rvocno2 (REAL*4).  Concentration of NO3 (ppm) above
which the stage should include acid formation if pno3 or rvocno2
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meet their criteria (switch from stage 1 to stage 2).  Used only at
night.  The default is 1.e-8ppm.

rho2o3 - Used only with staged_chem set to ‘True’ (REAL*4).  Ratio (%)
of the destruction of NO by HO2 to the destruction of NO by O3
above which the stage should include O3 formation (switch from
stage 2 to stage 3).  Used day and night in conjunction with co3.
The default is 0.1%.

co3 - Used only with staged_chem set to ‘True’ and in conjunction with
rho2o3 (REAL*4).  Concentration (ppm) of O3 above which the
stage should include ozone formation if rho2o3 meets its criteria
(switch from stage 2 to stage 3).  The default is 1.e-3ppm.

rvocno2 - Used only with staged_chem set to ‘True’ (REAL*4).  Ratio (%)
of the destruction of NO3 by VOCs to the destruction of NO3 by
NO2 above which the stage should include O3 formation (switch
from stage 2 to stage 3).  Used at night in conjunction with cno3.
The default is 1%.

chem_split - Specifies whether the puffs should use a chemical criteria to split
in order to resolve ozone “wings” (LOGICAL).  Current split
criteria: ozone concentrations are within 20% of the background
and plume NOx concentrations are within 5% of the background.
If chem_split is set to ‘True’, then staged_chem must also be set to
‘True’.  The default is ‘False’.
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#CONTROL
&CONTROL

step_ambient = .false.
aqueous = .true.
aerosol = .true.
nsec_aer = 1
secbnds_aer(1) = 2.5e-6,10.e-6
rho_aer = 1.
ambient_file = ‘ambient.dat’
species_units = ‘ppm’
rate_species_units = ‘ppm’
rate_time_units = ‘seconds’
rtol = 1.e-3
staged_chem = .true.
voc_names(1) = ‘HCHO’,’ALD2’,’OLE’,’CRES’,’ISOP’
phno3 = 0.1
pno3 = 0.1
cno3 = 1.e-8
rho2o3 = 0.1
co3 = 1.e-3
rvocno2 = 1.0
chem_split = .true.

&END

Figure 2-4. Sample Control Section of the IMC file.

The control section namelists begin with “$CONTROL” and end with “$END”.  If
parameters are not set under this section, the default values will be assumed.  An example
of a control section is shown in Figure 2-4.

2.5.2 Multicomponent Species Section.

Each line of the species section gives the species name, the species type (F, S, P
A, or E), the ambient concentration (ppm or molecules/cm3), the absolute tolerance (ppm
or molecules/cm3), the gas deposition velocity (m/s), the wet scavenging coefficient (s-1),
and the molecular weight (g/mole) to be used in solving for the concentration.  There are
no defaults for these parameters.  The species types are shown in Table 2-1.
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Table 2-1.  SCICHEM Species Types.

F Fast Species concentrations change rapidly and species rate equations
will be integrated using LSODE.

S Slow Species concentrations change slowly and will be integrated
explicitly using a predictor-corrector scheme.

P Particle Species concentrations are determined through aerosol
equilibrium.  Species name must match aerosol particles set by
aerosol module.

E Equilibrium Species concentrations are assumed to be at steady-state.

A Ambient Species concentrations do not change by the reaction, such as
H2O or O2.

The wet scavenging coefficient, s (s-1), is used to define the scavenging rate, sr 
(s-1), as:

sr = s (R/R0)

where R is the precipitation rate in mm/hr and R0 is the reference precipitation rate
of 1 mm/hr.  The scavenging rate is applied to the gas-phase species after the gas-phase
chemistry has been advanced.  If the aqueous-phase chemistry module is turned on, the
wet scavenging coefficient will be ignored and the wet removal will be carried out inside
the aqueous-phase module.  Scavenging coefficients for aerosol particles are ignored.
Particle scavenging rates are determined internally based on particle size and
precipitation rate based on the approach of Seinfeld (1986).  Dry deposition velocities for
aerosol particles are also ignored and dry deposition is computed internally following the
approach of Slinn (1982).

Every species that appears in the equation section must also appear in the species
section.  The ambient concentration of H2O may be set on the species line to a desired
concentration or set to –1.0 to be set internally by the meteorological conditions.  When
set internally, the H2O concentration is obtained from the humidity given in the
meteorological input files or a default value of 30% relative humidity is used.  Note that
if species other than H2O are specified as ambient, such as O2, the correct ambient
concentration must be given on the species line.  Ambient concentrations for equilibrium
species are calculated internally based on the chemical mechanism and the other ambient
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concentrations, and therefore, the value entered will not be used.  If an ambient file has
been specified under the control section,  the ambient concentrations given here in the
species section will be overridden by the 3D ambient file.

Molecular weights are used to convert the gas-phase emissions to the desired
species units.  Emission rates that are provided in ‘g/s’ will be converted to either ‘ppm-
m3/s’ or ‘molecules-m3/cm3-s’ using the molecular weight, depending on whether
species_units has been set to ppm or molecules/cm3, respectively.  It is not essential to
provide molecular weights for non-emitted species, however, since species emission rates
are not checked initially to identify emitted species versus non-emitted species, all ‘Fast’
and ‘Slow’ species must have non-zero molecular weights provided on the IMC file.
Molecular weights are not required for equilibrium species or for particle species, since
equilibrium concentrations are determined from the ‘Fast’ and ‘Slow’ species
concentrations and aerosol particle species concentrations are always assumed to be in
µg/m3 and the emission rates in g/s.

An example of a species section is shown in Figure 2-5.  In the example, only
HNO3 has a nonzero deposition velocity and wet scavenging coefficient and therefore,
there will be no deposition or scavenging of any species other than HNO3.  HNO3 is
modeled as a fast species with a background concentration of zero and a relative
tolerance of 1.e-8.  The deposition velocity is 0.02 m/s and the wet scavenging coefficient
is 6.e-5 s-1.  The ambient H2O concentration will be determined from the meteorological
input data.  Molecular weights of non-emitted, equilibrium and ambient species have
been set to an arbitrary value of 99.99.
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#Species   Type   Ambient   Atol    Dep    Wet Scav    MW
NO          F       0.0     1.e-8   0.00    0.000    30.01
O3          F       0.1     1.e-8   0.00    0.000    48.00
NO2         F       0.0     1.e-8   0.00    0.000    46.01
HNO3        F       0.0     1.e-8   0.02    6.e-5    63.00
RCHO        F       0.50    1.e-8   0.00    0.000    99.99
RH          S       12.0    1.e-8   0.00    0.000    99.99
PAN         F       0.0     1.e-8   0.00    0.000    121.0
OH          F       0.0     1.e-12  0.00    0.000    99.99
HO2         E       0.0     1.e-12  0.00    0.000    99.99
RO2         E       0.0     1.e-12  0.00    0.000    99.99
C2O3        E       0.0     1.e-12  0.00    0.000    99.99
H2O         A      -1.0     1.e-6   0.00    0.000    99.99

Figure 2-5. Sample Species Section of the IMC file.

If staged chemistry is turned on, the species in Table 2-2 must appear in the
species section.  If either the aerosol equilibrium chemistry is turned on (aerosol is equal
to ‘True’ under the control section) or the aqueous-phase chemistry is turned on (aqueous
is equal to ‘True’ under the control section), or both, the species shown in Table 2-3 must
appear in the species section, even if they do not all appear in the gas phase mechanism
(for example the aerosol species).

Table 2-2.  Required Species Names for Staged Chemistry

Chemical Required Species Name

Nitric Oxide (NO) NO
Nitrogen Dioxide (NO2) NO2
Nitrate Radical (NO3) NO3
Dinitrogen Pentoxide (N2O5) N2O5
Nitric Acid (HNO3) HNO3
Ozone (O3) O3
Hydroxyl Radical (OH) OH
Hydroperoxy Radical (HO2) HO2
Volatile Organic Compounds (VOCs) As named in the control section

For multiple particle sections (nsec_aer greater than 1), the aerosol species names
must appear in the species section of the IMC file with the section number.  For example,
when three sections are desired (nsec_aer is equal to 3), the user must list CRUS01,
CRUS02, and CRUS03 and likewise for the other aerosol particles.  Note that nsec_aer
will specify the number of sections for all the aerosol particle species.  The species list
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will be searched for aerosol_name01 to aerosol_namensec_aer using the format (A,i2.2)
where the aerosol_name refers to CRUS, ASO4, ANO3, ANH4, ANA, ACL, AMG,
ACA, or APOT.  However, recall that currently, the maximum number of aerosol particle
sections is 1.  For nsec_aer equal to 1, the user may optionally leave off the section
number from the name.  The required names for either aqueous chemistry or aerosol
equilibrium will be as they appear in Table 3-2.

Table 3-2. Required species names for the aerosol equilibrium module
and aqueous-phase chemistry module

Chemical Required Species Name

Sulfur dioxide (SO2) SO2
Hydrogen peroxide (H2O2) H2O2
Formaldehyde (HCHO) FORM
Formic Acid (HCOOH) FA
Nitrous acid (HNO2) HONO
Nitric Oxide (NO) NO
Nitrogen Dioxide (NO2) NO2
Ozone (O3) O3
Peroxyacyl Nitrate (CH3C(O)OONO2) PAN
Carbon Dioxide(CO2) CO2
Hydroxyl Radical (OH) OH
Hydroperoxy Radical (HO2) HO2
Nitrate Radical (NO3) NO3
Toluene-hydroxyl radical adduct TO2
NO-to-NO2 operation XO2
Crustal Material (particulate)1 CRUS01 or CRUS2

Aerosol Sulfate1 ASO401 or ASO42

Aerosol Nitrate1 ANO301 or ANO32

Aerosol Ammonia1 ANH401 or ANH42

Aerosol Sodium1 ANA01 or ANA2

Aerosol Chloride1 ACL01 or ACL2

Aerosol Magnesium1 AMG01 or AMG2

Aerosol Calcium1 ACA01 or ACA2

Aerosol Pottasium1 APOT01 or APOT2

Sulfuric Acid (H2SO4) SA
Nitric Acid (HNO3) HNO3
Ammonia (NH3) NH3
Hydrogen chloride (HCl) HCL

Note: 1  Aerosol particles must be specified as species type “P” (particle).
2  For nsec_aer equal to 1, the section number may be optionally removed from

the aerosol particle names.
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2.5.3 Multicomponent Aqueous Section.

The aqueous section of the IMC file specifies parameters that will be used in the
aqueous-phase module (using aqueous in the control section set to ‘True’).  The aqueous
variables may be provided as an option and this section does not even have to appear on
the IMC file.  If it does not appear on the file, the default values will be used in the
aqueous module.  The following variables may be specified:

debug - Debug flag (LOGICAL).  If set to ‘True’, messages from the
aqueous module are printed to the log file.  The default is ‘False’.

lradical - Choice of whether or not to use aqueous-phase free radical
chemistry (LOGICAL).  If set to true, the aqueous-phase free
radical chemistry will be performed during the daytime hours.
Otherwise, it is not performed at all.  The default is true.

dactiv - Dry activation diameter (m) (REAL*4).  The default is 3.0e-7.

fdist(1) - Fraction of mass change that will go to each aerosol particle size
section (REAL*4).  Must specify nsec_aer values.  The default is
1.  For future applications when nsec_aer is greater than 1, the
default is to have the mass equally distributed.

kiron - Choice of expression for iron and manganese chemistry
(INTEGER*4).  If kiron is 0, there is no iron and manganese
chemistry.  If kiron is 1, the method of Martin and Good (1991) is
used.  If kiron is 2, the method of Martin (1984) is used.  The
default is 1.

firon - Fraction of crustal material that is iron (REAL*4).  The default is
1.e-2.

fman - Fraction of crustal material that is manganese (REAL*4).  The
default is 2.e-3.

chlorine - Choice of turning off chlorine chemistry (REAL*4).  If set to 0,
chlorine chemistry will be turned off.  The default is 1.0.

so2min - Minimum SO2 concentration (ppm) for the aqueous calculation
(REAL*4).  The default is 1.0e-6.
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lwcmin - Minimum liquid water content (g/m3) for the aqueous calculation
(REAL*4).  The default is 5.0e-2.

atolx - Absolute error tolerance for numerical integration (REAL*4).  The
default is 1.0e-4.

rtolx - Relative error tolerance for numerical integration (REAL*4).  The
default is 1.0e-3.

dtmaxsec - Maximum time step (seconds) for numerical integration
(REAL*4).  The default is 120.

xtol - Relative error tolerance for nonlinear solver (REAL*4).  The
default is 1.0e-3.

The aqueous section namelist begins with “$AQUEOUS” and end with “$END”.  If
parameters are not set under this section, the default values will be assumed.  An example
of a control section is shown in Figure 2-6.

#Aqueous
$AQUEOUS
   debug = .true.
   lradical = .true.
   dactiv =   3.000000e-07,
   fdist =   1.0,
   kiron =   1,
   firon =   1.000000e-02,
   fman =   2.000000e-03,
   chlorine =   1.00000,
   so2min =   1.000000e-06,
   lwcmin =   5.000000e-02,
   atolx =   1.000000e-04,
   rtolx =   1.000000e-03,
   dtmaxsec =   120.000,
   xtol =   1.000000e-03,
 $END

Figure 2-6. Sample Aqueous Section of the IMC file.

2.5.4 Multicomponent Equation Section.

Each line of the equations section gives the equation number followed by the
chemical reaction.  Species names must be placed in square brackets, such as [NO], and
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stochiometric coefficients are given in parentheses, as in (2.0) [NO].  The maximum
number of reactants is 2 and the maximum number of products is 10.  The reaction is
ended by a semi-colon followed by the reaction rate coefficient type.  The following rate
coefficient types are available:

0 radiation dependent
1 constant
2 temperature dependent
3 temperature and pressure dependent
4 temperature dependent and multiplied by the concentration of H2O

For the radiation dependent rate constants, a table must be provided listing the
rate constants as a function of zenith angle.  For the others, the necessary constants are
given after the type number.  After type 1, the rate constant itself is then given.  For type
2, constants A, then B are given, satisfying the following equation:
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and M  is the concentration of air in molecules/cm3.

Rate constant type 4 is used for water dependent rate constants.  It  follows the
same form as those for type 2.  This type must be used for the case when 2 reactants are
also reacting with H2O, since the maximum number of reactants is 2.  If the rate constant
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is a constant, instead of using type 1 for 2 species reacting with water, use type 2 with B
= 0.  The rate constant will be multiplied by the concentration of water.

Spaces must separate different components of the equation line. A plus sign (“+”)
is used to separate species, a minus sign followed by a greater-than sign  (“->”) must be
used to denote the end of the reactants and the beginning of the products and a semi-
colon (“;”) begins the rate constant information.

An example equation section is shown in Figure 2-7.  In the example,  k1 is
radiation dependent , k2 = 2.28e-10,  k3 = 1.40e-03*exp(1175/T),  k4 is given by the
temperature-pressure dependent equation above with  = 4.50e-23,  = -3.3,  = 1.50e-12 and
= 0, and k5 = [H2O]*2.20e-38*exp(5800/T).  The concentration and time units of the rate
constants must be the same for all and are specified in the control section.  The maximum
number of reactions is 100.

A reaction will be modeled as turbulent if a “t ” is placed in front of the equation
number.  A correlation between the two reactants will be evaluated and used in
determining the reaction rate.  If this option is used, both reactants must be specified as
“fast” in the species section.

#Equations
1  [O3]      ->  [O] ;  0
2  [O1D] + [H2O] ->  (2.0) [OH] ;  1 2.28e-10
3  [O]      ->  [O3] ;  2 1.40e-3 1175.
4  [OH] + [SO2]  ->  [SULF] + [HO2] ;  3 4.50e-23   -3.3  1.5e-12  0.0
5  (2.0) [HO2]   ->  [H2O2] ;  4 2.20e-38 5800.

Figure 2-7. Sample Equation Section of the IMC file.

Staged Chemistry

To minimize the computational burden for a multicomponent project that is
simulating the formation of ozone through the interaction of emitted nitric oxide (NO)
and ambient Volatile Organic Compounds (VOCs), the reactions can be partitioned in
stages.  The first stage contains the smallest number of reactions.  The second stage
contains the reactions from first stage, as well as additional reactions, and is the stage
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where acid formation is important.  The final stage is the stage where ozone formation is
important and this stage contains all reactions. The criteria for advancing the puff
chemical stage are shown in Table 2-5.

Table 2-5.  Staged Chemistry Switching Criteria

Day Night

Stage 1 to
Stage 2

(Acid
formation)

[OH] P
k
hno3

1
≥

where
[OH] [NO2] [HNO3]k1+  →

Day criteria or

[O3] P
k
no3

2
≥

and
[NO3] Cno3≥
where
[NO2] [O3] [NO3]k2+  →

Stage 2 to
Stage 3

(Ozone
formation)

k [HO2]
k [O3]

R3

4
HO2/O3≥

and
[O3] Co3≥
where
[NO] [HO2] [NO2] +  [OH]k3+  →

and
[NO] [O3] [NO2]k4+  →

Day criteria or
k [VOC ]

k [NO2]
Ri i

5
VOC/NO2

∑ ≥

and
[NO3] Cno3≥
where
[NO3] [VOC ] productsi

ki+  →
and
[NO3] [NO2] [N2O5]k5+  →

Note:  Reaction numbers shown above are used for demonstration purposes only and
are not required reaction numbers.  There are no required reaction numbers.

Phno3, Pno3, Rho2o3, Rvocno2, Co3, Cno3 and VOC names are specified on input in the
control section of the IMC file (see Section 2.5.1).  Requirements for the use of the
staged chemistry include having specific species defined in the Equation Section and the
reactions appearing above in the Equation Section.

Required species are:  NO, NO2, NO3, N2O5, HNO3, O3, OH, HO2, and VOCs.
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Required reactions are the following:

[OH] [NO2] [HNO3]+  →

[NO2] [O3] [NO3]+  →

[NO] [HO2] [NO2] +  [OH]+  →

[NO] [O3] [NO2]+  →

[NO3] [VOC ] productsi+  →n
[NO3] [NO2] [N2O5]+  →

Equations for a stage must be followed by a minus sign, ‘-’, or a dashed line.  There must
be 3 stages shown in the equations section when using staged chemistry.  The example
IMC file in the Appendix shows a staged chemical mechanism.

2.5.5 Multicomponent Table Section.

Radiation dependent rate constants appear in the table section.  The table is of the
form:

0, zenith angles( i ) , i = 1, no. zenith angles
equation number, radiation constants( i ), i = 1, no. zenith angles

A zero in the equation number field will indicate that the values to follow are the
zenith angles.  Each line must begin with a zero or an equation number.

#Table
0 0.0 30.0 60.0 88.0
1 4.83e-4 4.54e-4 3.55e-4 1.00e-10

Figure 2-8. Sample Table Section of the IMC file.

An example of a radiation constant table is shown in Figure 2-8.  In the example,
k1 = 3.55e-4 at a zenith angle of 60 degrees. The zenith angle is 0 degrees at noon and 90
degrees at sunrise and sunset.  The maximum number of zenith angles that can be input
are 20.  The radiation dependent rate constants are set to zero before sunrise and after
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sunset.  Every equation that has a rate constant type 0 must have a corresponding entry in
the table section.

2.6  SAMPLER LOCATION FILE.

Time history of concentration at a set of sampler locations can be obtained by
specifying a sampler location file on the input data (Section 2.1).  The location file is an
ASCII text file containing the concentration variable of interest and a set of coordinate
locations.  The format for the file is:

matname, igrp :  Material name (CHARACTER) and subgroup identifier
(INTEGER*4), free format but separated by white space.  The material name must
correspond to one of the names defined in the MATDEF namelists in the input file
(Section 11.1.2).  The subgroup identifier is optional and can be used to select a particular
size group for a particle material.  A value of zero (default value if igrp is missing)
implies total concentration for the specified material, i.e., sum over all subgroups.

x, y, z :  List of sampler locations (one per line) free format.  The horizontal
location is in project coordinates; the vertical location is in meters above ground level.

The sample file illustrated in Figure 2-9 defines sampler out put for the gas
material TRAC at 5 locations.  Assuming the project is in lat/lon coordinates, there are 3
samplers on an East-West line at 38ºN from 105ºW to 107ºW all at 2m above the ground,
and 2 more samplers at 4m and 8m height at (105ºW, 38ºN).

TRAC 1
-105.  38.  2.
-106.  38.  2.
-107.  38.  2.
-105.  38.  4.
-105.  38.  8.

Figure 2-9. Example PC-SCICHEM sampler location file.
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3  METEOROLOGY INPUT.

3.1  OBSERVATION FILE FORMAT.

A meteorological observation input file consists of a header section that specifies
the file type, the number of observation variables, their names and units, followed by the
numerical data.

[# comment]

...

ftype

nvar [nvarp]

name1  name2  name3 ... namenvar
unit1  unit2  unit3 ... unitnvar
[pname1  pname2  pname3 ... pnamenvarp]

[punit1  punit2  punit3 ... punitnvar]

missing [zref]

Figure 3-1. Header structure for a meteorology observation file.  Records and
variables in brackets are optional or required only if nvarp is given.

The header structure is shown in Figure 3-1 and individual records are described
in the following.

comment :  Optional comments are indicated by ‘#’ in the first column.  There is
no limit to the number of comment lines.

ftype :  The file type which can be ‘PROFILE’ or ‘SURFACE’.  (Only these two
types are recognized by SCICHEM.)  A SURFACE file has only one observation for each
station and is typically associated with near-surface measurements of wind and/or
boundary layer parameters such as surface heat flux or mixing-layer height.  A PROFILE
file generally has more than one observation height at a station and is used when vertical
profiles of wind, temperature, etc. are available, e.g. from upper air soundings.
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nvar :  The number of observation variables given in the file, read with free
format.  If nvarp is given, then nvar is the number of fixed variables for a PROFILE file.
Fixed variables are not functions of height and these are indicated in Table 11-1.  nvar
must be at least 4 (station id, time and horizontal position are the minimum
requirements).  nvar + nvarp cannot exceed 30 for a PROFILE file; nvar cannot exceed
22 for a surface file.

nvarp :  The number of profile observation variables, read with free format.  This
is an option for PROFILE files only.  Profile variables typically vary with height.
Examples are height, pressure, temperature, humidity and wind velocity.  The minimum
number is 3 (height and velocity).

name1, ... , namenvar :  The observation variable names are read using (30a8)
format.  There must be nvar names specified and the order here determines the order in
which variables are given in each record of the numerical data.  Names recognized in
SCICHEM are defined in Table 3-1; multiple specific names indicate synonyms.  Other
names will be ignored without causing an error so that input files with variables not
needed in SCICHEM may still be used.  If nvarp is given, these are the names of the
fixed variables.  Acceptable fixed variable names are indicated in Table 3-1.  Not all
combinations of recognized variable names are permitted.  This is discussed below.

unit1, ... , unitnvar :  The observation variable units are read using (30a8) format.
Only certain variables require that units be specified; otherwise blank spaces are
acceptable.  Variables requiring units are indicated in Table 3-1 along with those units
recognized by SCICHEM.  An error message is given if a unit is unrecognized (but only
for those requiring units).

pname1, ... , pnamenvarp :  The profile observation variable names are read as
described for name, if nvarp is given.  There must be nvarp names specified.

punit1, ... , punitnvarp :  The profile observation variable units are read as
described for unit, if nvarp is given.

missing :  A character string of up to 8 characters used to indicate a missing or
bad value in the numerical data.

zref :  Optionally, the reference height in meters above the surface can be
specified for SURFACE observations.  If the reference height is omitted, a standard value
of 10m is assumed, unless the height for each observation is specified in the data record.
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The minimum requirements for meteorological observation files are that the
station ID, time, location, wind speed and height (for a PROFILE file only) must be
specified.  Additionally, if certain input options are chosen, such as observational large-
scale variability or observational or profile boundary layer then specific combinations of
variables must be given.  In particular, then, the following variables (or some
combination thereof) are required as a minimum:

1) ID,

2) time (TIME, HOUR, YEAR, MONTH, DAY, YYMMDD, JDAY),

3) wind velocity (U, V, WSPD, SPEED, SPD, DIR,WDIR),

4) horizontal location (X, Y, LON, LAT),

5) Z if file type is PROFILE,

6) UL, VL and UVL if observational large-scale variability is specified
(ENSM_TYPE=‘OBS’),

7) Both ZI and HFLUX together or PGT or MOL if observational boundary layer is
specified (BL_TYPE=‘OBS’),

8) UU, VV, WW, WT, SL, and SZ if profile boundary layer is specified
(BL_TYPE=‘PROF’).

Cloud names are read with (A5,1.1) format to determine which cloud droplet size
section the variable refers to, however, if ncld (specified on the MSC file) is 1, either
‘CLOUD’ or ‘CLOUD1’ may be given in the header.  If ncld is less than the number of
sections given on the observation file, a warning is displayed and the sections greater
than ncld will be ignored.

Some combinations of variables, particularly those concerning time, are not
allowed, are mutually exclusive or result in some of the variables being ignored.  Also,
the presence or absence of certain variables dictates that others be given.  These
situations are now enumerated:

1) Specifying TIME supersedes HOUR, DAY, MONTH, YEAR, YYMMDD and
JDAY.  No error message is given, but all other time variables are ignored.
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2) HOUR must be specified in the absence of TIME.  HOUR must be combined with
either YYMMDD, the combination of DAY, MONTH, YEAR or JDAY.  Note that
YYMMDD supersedes DAY, MONTH, YEAR, which supersedes JDAY.  All three
variables DAY, MONTH and YEAR must be given together.

3) X and Y must be specified together.  X and Y supersede LON and LAT.

4) LON and LAT must be specified together and are required if X and Y are not given.

5) U and V must be specified together.  U and V supersede WSPD, etc. and DIR or
WDIR.

6) WSPD, etc. and DIR or WDIR must be specified together and are required in the
absence of U and V.

7) UL, VL and UVL must be specified together.  These can only be used in
combination with U and V; an error occurs if they are used with WSPD and WDIR.

8) MOL supersedes PGT and HFLUX; PGT supersedes HFLUX.

The numerical data are given after the header section in the order dictated by the
list of variable names.  The general structure of the numerical data is shown in Figure 3-
2.  If nvarp is given, individual profiles must be separated by the fixed data record,
which must begin with the string “ID:”.  Vertical profiles must be given with height
monotonically increasing.  This is also true for time and it is further necessary that all
observations at a particular time be grouped together.  All nvar and nvarp, if applicable,
variables for each station and/or height at a particular time must be contained on a single
line of no more than 256 characters.  The figure illustrates that all nz heights for station
id1 at time1 are given before station id2 and that data from all nsta stations at time1 are
given before time2.
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Table 3-1.  Meteorological variables and their units recognized in
SCICHEM.

Variable Description Specific Name Units

Station ID1,2 ID None

Time2

(intended for laboratory or other
idealized situations where date
and time of day is irrelevant)

TIME HOURS

HRS

MIN

SEC

Time of Day2 HOUR HOURS3

Year2 YEAR None

Month2 MONTH None

Day2 DAY None

Year-Month-Day2 YYMMDD None

Julian Day2 JDAY None

X-location2 X KM3

Y-location2 Y KM3

Longitude2 LON E4

W

Latitude2 LAT N4

S

Wind Speed WSPD or

SPEED or

SPD

KNOTS

KTS

M/S

MPH

Wind Direction DIR or WDIR DEG3
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Table 3-1.  Meteorological variables and their units recognized in
SCICHEM.

Variable Description Specific Name Units

Velocity along X- or Longitude-
Axis

U KNOTS

KTS

M/S

MPH

Velocity along Y- or Latitude-
Axis

V KNOTS

KTS

M/S

MPH

Height Z M

FEET

FT

Pressure P MB3

Temperature T C

K

F

Humidity H

HUMID

Q

GM/GM

G/G

GM/KG

G/KG

%

Boundary Layer Mixing Height2 ZI M

FEET

FT

Pasquill-Gifford-Turner Stability
Class2

PGT None5
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Table 3-1.  Meteorological variables and their units recognized in
SCICHEM.

Variable Description Specific Name Units

Surface Heat Flux2 HFLUX K-M/S

C-M/S

W/M/M

W/M2

Monin-Obukhov Length2 MOL M

Precipitation. Index2,6 PRCP None

Precipitation Rate2,7 PRATE MM/HR

Fractional Cloud Cover2 FCC None

Cloud Liquid Water Content8 CLOUD

or

CLOUD1 to
CLOUDncld

G/M3

U-Velocity Std. Deviation, Large-
Scale Variability

UL KNOTS

KTS

M/S

MPH

V-Velocity Std. Deviation, Large-
Scale Variability

VL KNOTS

KTS

M/S

MPH

Large-Scale Variability Velocity
Correlation Coefficient

UVL None

Shear-Driven Lateral Velocity
Variance

UU M2/S2

Shear-Driven Lateral Velocity
Variance

UU M2/S2
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Table 3-1.  Meteorological variables and their units recognized in
SCICHEM.

Variable Description Specific Name Units

Buoyancy-Driven Lateral
Velocity Variance

VV M2/S2

Vertical Velocity Variance WW M2/S2

Boundary Layer Heat Flux WT K-M/S

C-M/S

Turbulence Scale (Buoyancy-
Driven)

SL M

Turbulence Scale (Shear-Driven) SZ M

Notes:
1 ID can be an 8 character alphanumeric string if it is the first variable given,
otherwise it must be an integer.
2 variable can be specified as fixed data on a PROFILE file.
3 unit assumed regardless of input.
4 default unit if none specified.
5 standard PGT classes converted to numerical values, i.e. class A = 1, B = 2, ...,
G = 7 (non-integer values are permitted).
6 precipitation index specified as follows:  light rain 1, moderate rain 2, heavy rain
3, light snow 4, moderate snow 5 and heavy snow 6.
7 precipitation rate only specifies a liquid form of precipitation (i.e., not frozen).
8 if ncld is 1, variable may be specified as either CLOUD or CLOUD1.
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var1 ... id1    ... time1 ... z1  ... varnvar (a)
...

var1 ... id1    ... time1 ... znz ... varnvar
var1 ... id2    ... time1 ... z1  ... varnvar
...

var1 ... idnsta ... time1 ... znz ... varnvar
var1 ... id1    ... time2 ... z1  ... varnvar
...

ID: id1... time1 ... varnvar (b)
var1 ... z1 ... varnvarp
...

var1 ... znz ... varnvarp
ID: id2... time1 ... varnvar
var1 ... z1 ... varnvarp
...

var1 ... znz ... varnvarp
...

ID: idnsta... time1 ... varnvar
var1 ... z1 ... varnvarp
...

var1 ... znz ... varnvarp
...

ID: id1... time2... varnvar
var1 ... z1 ... varnvarp
...

var1 ... znz ... varnvarp
...

Figure 3-2. General structure of the numerical data in a meteorological
observation file.  (a) Without nvarp specified; (b) with nvar fixed
variables and nvarp profile variables.
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3.2  MEDOC FORMAT.

A MEDOC file contains a header section followed by numerical data for each
time.  A sample Fortran code that reads the data for a single time break is illustrated in
Figure 3!3.  The first record must be either ‘FFFFFFFF’ for a formatted file or
‘BBBBBBBB’ for a binary file.  The binary file is read with code identical to that shown
in Figure 3!3, absent the format statements.  The definitions of the input variables for the
rest of the records are as follows:

IMAX, JMAX, KMAX :  Number of grid points in the (x, y, z) directions,
respectively.

NREPER :  Number of special points.  This information is not used for the
SCICHEM input and NREPER can be set to zero.

NVAR3D :  Number of three-dimensional fields.

NAM3D : Names of the three-dimensional variables.  SCICHEM requires at least
the 2 horizontal velocity component fields, with the names ‘U’, ‘V’.  SCICHEM will also
read the vertical velocity component, ‘W’ (required if terrain elevation is given as a two-
dimensional field), potential temperature ‘T’ or absolute temperature ‘TA’.  In addition,
humidity ratio, ‘H’, and cloud liquid water content, ‘CLD’ or ‘CLD1’ to ‘CLDncld’ may
be specified.  Velocities are assumed to be in ms–1, temperature in °K and humidity and
cloud liquid water content in grams moisture per grams dry air.  Cloud names are read
with (A3,1.1) format to determine which cloud droplet size section the variable refers to,
however, if ncld (specified on the MSC file) is 1, ‘CLD’ may be given in the header. If
ncld is less than the number of sections given on the MEDOC file, a warning is displayed
and the sections greater than ncld will be ignored.  All other names are ignored.

NVAR2D :  Number of two-dimensional fields.

NAM2D :  Names of the two-dimensional variables.  SCICHEM recognizes the
following two-dimensional fields if provided: terrain elevation in meters (required if
vertical velocity is given), ‘REL’ or ‘TOPO’; planetary boundary layer height (above
surface) in meters, ‘ZI’ or ‘PBL_HITE’; surface heat flux in watts per square meter,
‘HFLX’ or ‘SFC_HTFX’, precipitation rate in millimeters per hour, ‘PRATE’ or
‘PRECIP’, and fractional cloud cover, ‘FCC’ or ‘CC’.  All other variables are ignored.
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C     RECORD 1 - FILE FORMAT (‘FFFFFFFF’ or ‘BBBBBBBB’)
      READ (1,9001) FFLAG
C
C     RECORD 2 - NAME OF CODE - NOT USED IN SCICHEM
      READ (1,9001) CODENAME
C
C     RECORD 3 - TIME
      READ (1,9002) IDAY,IMONTH,IYEAR,IHOUR,IMIN,ISEC
C
C     RECORD 4 - INITIAL TIME OF CALCULATION - NOT USED IN SCICHEM
      READ (1,9002) JDAY,JMONTH,JYEAR,JHOUR,JMIN,JSEC
C
C     RECORD 5 - NUMBER OF GRID POINTS, KEY POINTS, VARIABLES
      READ (1,9002) IMAX,JMAX,KMAX,NREPER,NVAR3D,NVAR2D
C
C     RECORD 6 - NOT USED FOR SCICHEM
      READ (1,9002) IDUM,IDUM,IDUM,IDUM,IDUM,IDUM
C
C     RECORD 7 - NOT USED FOR SCICHEM
      READ (1,9002) IDUM,IDUM,IDUM
C
C     RECORD 8 - GRID AND TIMING INFORMATION  (KMAX+11 VALUES)
      READ (1,9003) (SZ(K),K=1,KMAX),DX,DY,XO,YO,LAT,LON,
     &              DUM,DUM,DUM,DUM,ZTOP
C
C     RECORD 9 - NAMES AND UNITS (NREPER+2*NVAR3D+2*NVAR2D VALUES)
      READ (1,9001) (NAMDUM,N=1,NREPER),
     &              (NAM3D(N),N=1,NVAR3D),(NAMDUM,N=1,NVAR3D),
     &              (NAM2D(N),N=1,NVAR2D),(NAMDUM,N=1,NVAR2D)
C
C     RECORD 10 - NOT USED IN SCICHEM
      READ (1,9003) (DUM,N=1,3*NREPER)
C
C     RECORD 11 - 3D VARIABLES
C                       (NVAR3D SETS OF IMAX*JMAX*KMAX VALUES)
      DO 21 N=1,NVAR3D
21      READ (1,9003) (((VAR3D(I,J,K,N),I=1,IMAX),J=1,JMAX),K=1,KMAX)
C
C     RECORD 12 - 2D VARIABLES  (NVAR2D SETS OF IMAX*JMAX VALUES)
      DO 41 N=1,NVAR2D
41      READ (1,9003) ((VAR2D(I,J,N),I=1,IMAX),J=1,JMAX)
C
 9001 FORMAT(6(A8,1X))
 9002 FORMAT(6(I12,1X))
 9003 FORMAT(6(F12.4,1X))

Figure 3-3. Fortran pseudo-code for reading a formatted MEDOC input file.

SZ :  Array of KMAX vertical grid coordinates in meters.  SCICHEM assumes a
terrain-following coordinate transformation as described in Section 8.3.2.
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DX, DY :  Horizontal grid spacing in meters.

XO, YO :  Horizontal grid origin (SW corner) coordinates in km.

LAT, LON :  Horizontal grid origin (SW corner) coordinates in degrees.

ZTOP :  Vertical meteorology domain height in meters.  If the parameter is not
specified , the domain height is assumed to be SZ(KMAX).

The MEDOC file format described in Figure 3-3 is more general than that used by
SCICHEM.  Variables not used in the SCICHEM application are indicated as dummy
variables in the figure.

3.3  HPAC FORMAT.

An HPAC file contains a header section specifying grid parameters and the
number of variables, followed by the numerical data.  The general format structure is
illustrated in Figure 3-4.

The header variables in the first record are read with a (4f10.0, 5i5) format and
are defined as follows:

xlon0, xlat0 :  Origin of the longitude/latitude grid (lower left corner) in degrees
E and N, respectively.

dx, dy :  Grid spacing in degrees of longitude and latitude, respectively.

nx, ny :  Number of grid points in the longitude and latitude directions,
respectively.

nz :  Number of vertical grid levels.

nt :  Number of time breaks.

nvar :  Number of variables.  If nvar = 4, the field variables are assumed to be, in
order, u-wind component (east-west, ms–1), v-wind component (north-south, ms–1),
temperature (°C) and relative humidity (%).  If nvar = 5, the field variables are assumed
to be, in order, u-wind component (east-west, ms–1), v-wind component (north-south,
ms–1), vertical velocity (ms–1), temperature (°C) and relative humidity (%).  Also, if
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nvar = 5, SCICHEM checks if a terrain elevation file exists.  This is discussed below.  If
nvar is missing, the default value is 4 and the field variables are assumed accordingly.
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xlon0, xlat0, dx, dy, nx, ny, nz, nt, nvar

z1, z2, ... znz
p1, p2, ... pnz
(month, day, year, time)1

title1
  var1((((i,j,k),i=1,nx),j=1,ny),k=1,nz)

 ...

titlenvar
  varnvar((((i,j,k),i=1,nx),j=1,ny),k=1,nz)

(month, day, year, time)2

title1
  var1((((i,j,k),i=1,nx),j=1,ny),k=1,nz)

 ...

titlenvar
  varnvar((((i,j,k),i=1,nx),j=1,ny),k=1,nz)

(month, day, year, time)nt

 ...

Figure 3-4. General structure of an HPAC file.

The next record(s) gives the nz vertical grid levels, read using (10f8.0) format.
The following record(s) contains the corresponding pressures and is also read with
(10f8.0) format.

The numerical data follows the first three records (or 3 + 2*int[(nz – 1)/10] if nz
 >  10).  As illustrated in Figure 3-4, each time break is headed by a record giving month,
day, year, hour, and minutes, read with (1x, i2, 1x, i2, 1x, i2, ix, i2, i2) format.  Figure
3-4 also shows that a title record, read with (a12) format, precedes the data for each field
variable.  This record normally contains the field variable name and units, but SCICHEM
does not check consistency between this title and the assumed variables and order
described above.  The field data itself is read using (10f8.0) format so that the number of
records for each field is int[(nx*ny*nz – 1)/10] + 1.  The indexing order of the fields is
shown in Figure 3-4.
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3.4  TERRAIN FILE FORMAT.

The terrain input file is an ASCII text file containing a grid description header
followed by terrain elevation data defined on a regular two!dimensional grid.  The
header consists of two records:

grid_type, param1, param2 :  the grid type (CHARACTER*8) can be
‘LATLON’, ‘UTM’, ‘KM’, ‘METERS’ or ‘M’.  If grid_type is LATLON, the two
numerical parameters are not required.  For UTM grids, param1 (INTEGER) contains
the UTM zone number; the other parameter is not required.  For all other types, if
param1 (REAL) and param2 (REAL) are specified, they contain the longitude and
latitude of the grid origin, respectively.  The numerical parameters are in free format.

x0, y0, dx, dy, nx, ny :  the grid origin (REAL) for the east-west coordinate (x0),
the grid origin (REAL) for the north-south coordinate (y0), grid spacings (REAL) (dx
and dy) and number of grid points in the coordinate directions (INTEGER) (nx and ny).
x0 and y0 are in degrees if grid_type is LATLON, otherwise they are in kilometers.  dx
and dy are in the same units as the origin coordinates unless grid_type is METERS or M
in which case they are in meters.

The terrain elevation data (in meters) is read using the following Fortran
statements:

      read (1,1000) ((height(i,j),i=1,nx),j=1,ny)
1000  format(12i6)

The location (i, j) is taken to be at x0+(i-1)*dx and y0+(j-1)*dy.

3.5  AMBIENT FILE FORMAT.

Three-dimensional time-dependent ambient concentrations may be provided to a
multicomponent project.  The file is specified in the ambient_file parameter in the control
section of the IMC file.  If this is done, the ambient concentrations given in the species
section of the IMC file will be ignored and instead read from the ambient file.  Ambient
concentrations for all integrated species (fast or slow) must be provided in the order that
they appear in the IMC file, followed by the concentrations of ambient species (such as
water or oxygen), also in the order that they appear on the IMC file.  In other words, the
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order will be the list of species as it is given under the species section excluding the
equilibrium species, since they will be determined internally based on the rate equations.

If the domain goes further than what is provided in the ambient file, SCICHEM
will use the nearest point in space.  Likewise, if the calculation begins before the time
given on the ambient file, the first time will be used and if it begins after the last time on
the file, the last time will be used.  A three-dimensional ambient file must hold a
minimum of one point in space at one time.  Units for the concentrations are set in
species_units under the control section.

To use the relative humidity provided in the meteorological observation file for
the concentrations of water, negative concentrations for water must be specified on the
3D ambient file.  This will indicate the water concentrations should be calculated
internally.  If relative humidity is not provided on the observation file, a default value of
30% is assumed.

The 3D ambient file contains a header section followed by numerical data for
each time.  The general format structure is illustrated in Figure 3-5 which shows the
FORTRAN code used to read the file.
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C RECORD 1 – NO. OF TIMES, GRID POINTS,
C GRID SPACING, AND ORIGIN
READ (1,9000) NT, NX, NY, NZ, DX, DY, DZ, X0, Y0

C    (LOOP OVER TIMES)
DO N=1,NT

C RECORD 2 – TIME
C (YEAR, MONTH AND DAY SPECIFIED IN PROJECTNAME.INP)
        READ (1,9002) IYEAR, IMONTH, IDAY, HOUR

C   ----OR---

C RECORD 2 – TIME
C (YEAR, MONTH AND DAY NOT SPECIFIED IN
C PROJECTNAME.INP)
        READ (1,9004) HOUR

C    (LOOP OVER SPECIES)
C RECORD 3 - 3D AMBIENT DATA

  DO M = 1,NAMB
    READ(1,9005) (((AMB(I,J,K,N,M),I=1,NX),J=1,NY),K=1,NZ)
  END DO

END DO

9000 FORMAT(4(I4,1X),5(F12.2,1X))
9002 FORMAT(I4,2(I2,2X),F12.4)
9004 FORMAT(F12.4)
9005 FORMAT(6(1PE12.4,1X))

Figure 3-5. General structure of an ambient file.
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4  OUTPUT FILES.

4.1  SURFACE OUTPUT FILES.

If deposition or dose parameters are set to true in the material definition
(group_deposition, total_deposition, group_dose, and total_dose under the MATDEF
namelist of the INP file, see Section 2.2), the surface integrals of dose and deposition are
stored as adaptive grid files with multiple timebreaks.  The dose integral, χ T , is stored in
the surface file, project.dos, and the deposition, χ D , in project.dep.  These files are
direct-access binary files with a record length of 512 bytes (128 words), and consist of a
number of timebreaks.  Each timebreak contains a header record followed by the field
data.  The Fortran statements to write a timebreak are illustrated in Figure 3-5.

c----- HEADER RECORD
        write(nwrt,rec=ir) time, ngrid, nx, ny, xorg, yorg, dx, dy,
     $                     nvar, (names(i),i=1,nvar), iversion

C----- GRID INDEX ARRAY
        do ii = 1,ngrid,128
          j1 = min0(ii+127,ngrid)
          ir = ir + 1
          write(nwrt,rec=ir) (iref(j), j=ii,j1)
        end do

C----- FIELD DATA ARRAYS
        do ivar = 1,nvar
          do ii = 1,ngrid,128
            j1 = min0(ii+127,ngrid)
            ir = ir + 1
            write(nwrt,rec=ir) (fields(j,ivar), j=ii,j1)
          end do
        end do

Figure 3-5. Fortran statements to write a surface output file timebreak.

The header record consists of the variables:

time (real*4) time of the field in hours from the beginning of the
calculation

ngrid (integer*4) total number of grid cells in the adaptive grid. A value of
zero indicates the end of the file.
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(nx, ny) (integer*4) number of base grid points in the (x, y)-direction

(xorg, yorg) (real*4) origin coordinates of the base grid

(dx, dy) (real*4) grid spacings of the base grid

nvar (integer*4) number of field variables

names (char*4) array of field variable identifying names

iversion (integer*4) PC-SCICHEM version number

The variable names are constructed from the input material list but do not contain
direct reference to the material identifier names.  The field names are 4-character
identifiers, and the first character denotes the type of field.  M denotes the mean field, V
denotes the fluctuation variance, and S denotes the correlation length scale.  Note that the
scale variable is multiplied by the fluctuation variance on the output file, since the
integral value is weighted by the variance.  Units for the various fields are dependent on
the type of surface field, but are based on the material mass units (as specified as part of
the material properties definitions) and SI units.  For gaseous materials or individual
particle size bins, the remaining three characters of the name contain the unique type
descriptor number, as defined in Section 11.4.  For particle materials with multiple size
bins, the total particulate mass variables are represented by a two-character integer,
containing the material identifier number, and the last character of the name is T.  The
material identifier is simply the position in the list of MATDEF namelists in the
ProjectName.INP file, as described in Section 11.1.  Thus, the total mean deposition for
the first material in the input file would be named as M01T, while the variance of the
fifth particle size bin for the first material would be V005.

The adaptive grid structure is described by the integer*4 index array, iref, and the
field data is stored in the real*4 array fields.  For each grid cell, iref points to the first
refinement sub-cell, if it exists.  If the grid cell, i, is not refined, then iref(i) = 0.  The first
nx*ny cells are the base grid, so ngrid is necessarily greater than or equal to nx*ny.  The
centers of these cells are located at

xi = xorg + (i – 0.5)*dx, i = 1, nx

yj = yorg + (j – 0.5)*dy, j = 1, ny

and the location (xi, yj) corresponds to cell number (j – 1)*nx + i in the adaptive grid.
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If a cell is refined, then the iref array contains the grid cell number of the first of
four sub-cells with half the grid size of the parent cell.  Suppose i0 is the parent cell
number, with grid sizes ∆x0 and ∆y0 and center location (x0, y0).  The parent cell may be a
base grid cell but is not necessarily so since the refinement process can be continued
without limit.  The four sub-cells are numbered consecutively as {i1 + k : k = 0, 3} where
iref(i0) = i1.  The sub-cells are numbered as shown in Figure 3-5 (i.e., lower left is zero,
then lower right, upper left, upper right), and have center locations

x0 ± ∆x0 4,y0 ± ∆y0 4( )

and grid size (∆x0/2, ∆y0/2).

Each cell has a complete set of field variables associated with it, so the local field
value has contributions from all levels of refinement.  A simple estimate of the field value
at a given location (xp, yp) can be obtained using the pseudo-code illustrated in Figure 3-
6.  Note that this example uses a recursive subroutine call to scan the list of refinements.
The field array in the example represents any one of the nvar variables in the fields array
on the file.  This estimate simply adds contributions from successive refinement levels
without any interpolation across grid cells.
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        xx = (xp-xorg)/dx
        yy = (yp-yorg)/dy

        i0 = int(yy)*nx + int(xx) + 1

        cval = 0.0

        call sum_point_val(i0,xx,yy,cval)

c ---- cval contains the local field value

c-----------------------------------------------------------------------

        subroutine sum_point_val(i0,xc,yc,cval)

        cval = cval + field(i0)

c ***  Check for refinement

        if (iref(i0) .ne. 0) then
          xc = 2.*(xc - int(xc))
          yc = 2.*(yc - int(yc))
          i1 = iref(i0) + 2*int(yc) + int(xc)
          call sum_point_val(i1,xc,yc,cval)
        end if

        return
        end

Figure 3-6. Fortran statements to calculate field values from the surface output
file.

4.2  PUFF FILE.

The puff file, project.puf, is a binary file containing the complete puff data at a
number of time breaks together with boundary layer and continuous source information
for restart purposes.  The file is written using the unformatted Fortran write statement:
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      write(lun_puf) t,

     $       npuf,((puff(i).r(j),j=1,43),i=1,npuf),

     $       npaux,(paux(i),i=1,npaux-1),

     $       nspecies,

     $       nxbl,nybl,dxbl,dybl,

     $       xbl(i=1,nxbl),ybl(i=1,nybl),

     $       zibl(i=1,nxbl*nybl),

     $       ncrel,(c_plen(i),i=1,ncrel),

     $       nsrcaux,(src_aux(i),i=1,nsrcaux)

where

t (real*4) time of the data in seconds from the beginning of the
calculation

npuf (integer*4) total number of puffs

puff(i).r(*) (real*4) floating point data for puff i

npaux (integer*4) total number of puff auxiliary data values + 1

paux(*) (integer*4) floating point data auxiliary puff data

nspecies (integer*4) number of multicomponent chemistry species

nxbl,nybl (integer*4) horizontal dimensions of meteorology grid

dxbl,dybl (real*4) horizontal grid intervals of meteorology grid

xbl(*),ybl(*) (real*4) horizontal grid locations of meteorology grid

zibl(*) (real*4) boundary layer depth on meteorology grid

ncrel (integer*4) total number of active continuous releases

c_plen(*) (real*4) length scale associated with each release

nsrcaux (integer*4) total number of source auxiliary data values

src_aux(*) (real*4) auxiliary source data

The floating point puff data is stored as follows:

j=1-3 x y z, , puff centroid coordinates

j=4-9 σij puff spread moments, in the order σxx, σxy, σxz, σyy, σyz,
σzz

j=10-15 αij puff inverse moments, in the order αxx, αxy, αxz, αyy, αyz,
αzz
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j=16 σ determinant of the puff spread moments

j=17 Q puff mass

j=18 c2 integrated mean square concentration
j=19

L
x u c′ ′ ′ Large-scale diagonal-xx turbulent flux moment

j=20 X12 cross-xy turbulent flux moment
j=21

L
y v c′ ′ ′ Large-scale diagonal-yy turbulent flux moment

j=22
B

y v c′ ′ ′ Buoyancy-driven diagonal-yy turbulent flux moment

j=23
S

y v c′ ′ ′ Shear-driven diagonal-yy turbulent flux moment

j=24 ′ ′ ′z w c diagonal-zz turbulent flux moment

j=25 ′ ′w c vertical turbulent drift moment

j=26 c 2 squared mean concentration from overlap calculation

j=27-28 Λ Λc cH, horizontal concentration fluctuation length scales

j=29 Λ cV vertical concentration fluctuation length scale

j=30 2Tc correlation time scale for the puff concentration
fluctuations

j=31 fA linear decay factor

j=32 zi local mixed layer depth

j=33 zc puff vertical cap height; used to control puff splitting
within the planetary boundary layer

j=34-36 u v w, , ambient wind velocity for use with Adams-Bashforth
scheme

The following 7 data values are integers stores as floating point values:

j=37 type an identifier for the puff material and size bin type

j=38-39 next, prev pointers for the linked list on the spatial grid

j=40 grid grid refinement level for the spatial grid

j=41 tlev refinement level for the puff time step

j=42 tnxt pointers for the linked list for time stepping

j=43 iaux pointer into the auxiliary array for additional puff data.
The number of data values in the array for any given puff
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in dependent on the material type and on the overall
dynamics flags

There may be additional puff data values for each puff, depending on the user’s
options.  These variables would appear in the following order:

j=1 cT
2 mean square total concentration (for multiple size bin

particle materials)

j=2 cT
2 squared mean total concentration (for multiple size bin

particle materials)

j=3-10 buoyancy parameters

Next nspectot values multicomponent species masses

Next nspectot values multicomponent species puff overlap concentrations

Next ncorrt values multicomponent species correlations

Next nspectot values multicomponent species end of chemistry concentrations

j=11+3*nspectot+ncorrt inverse puff volume

j=12+3*nspectot+ncorrt puff chemical stage

The puff type identifier is simply allocated sequentially in the order that materials
are specified in the ProjectName.INP file.  Thus, the first material is type = 1 if it is a gas,
or the Nbin size bins are type = 1 up to type = Nbin for a particle material.  Identifiers for
the second material are then allocated beginning with the next available value for type.

4.3  SAMPLER TIME-HISTORY FILE.

The sampler time history file is an ASCII text file containing the instantaneous
concentration field statistics for the selected material at the locations specified in the
sampler location file described in Section 2.6.  The output file consists of a header section
followed by a single data record for each model time step.  The output interval is the
large time step as specified in the input file.  The header records are

Record 1:  The number of variables per data record .

Record 2:  A list of variable names(CHARACTER*8), 10 per line.

Record 3:  A title string containing the project name
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The data records contain the time (in seconds from the start of the calculation) and
3 + nspectot (total number of multicomponent species) + ncorrt (total number of species
correlations) data values for each sampler location:

Data Record:  time, c c T c c cc species A B, , , ,′ ′ ′2e j for location-1, c c T c c cc species A B, , , ,′ ′ ′2e j for
location-2, etc., where c c Tc, ,′ 2  refer to the tracer where the three data values are mean
concentration, concentration variance, and correlation time scale (in seconds),
respectively, and c c cspecies A B, ′ ′  refer to the multicomponent species concentrations and
species fluctuation correlations, respectively.  Species names as they appear on the
multicomponent input file are used as variable names for both the mean concentration
and the species correlations.

An example of the sampler output file is given in Figure 4-1.  The output shows 2
sampler locations, showing 16 variables per record.  The output time interval is 10
seconds and the data records shown continue beyond the page width.  There are 3
multicomponent species, NO, O3 and NO2.

16
T       C001    V001    T001    NO01    O301    NO201    C002    V002    T002
NO02    O302    NO202   C002    V002    T002
Sampler time histories for TRAC for project test
10.00000  0.0000000E+00  0.0000000E+00  0.0000000E+00  0.0000000E+00...0.0000000
20.00000  0.0000000E+00  0.0000000E+00  0.0000000E+00  0.0000000E+00...0.0000000
30.00000  1.0000000E-03  1.2000000E-05  1.0000000E+00  0.0000000E+00...1.3000000
40.00000  1.5000000E-03  2.0000000E-05  1.2000000E+00  0.0000000E+00...2.4000000
50.00000  2.0000000E-03  3.0000000E-05  1.8000000E+00  0.0000000E+00...2.7000000
60.00000  4.0000000E-03  4.0000000E-05  2.0000000E+00  0.0000000E+00...5.4000000
.....
.....

Figure 4-1. Example of a sampler output file.

If the reaction between NO and O3 had been specified as turbulent, NOO301 and
NOO302 would appear on the output file, and would represent the fluctuation correlation,
NO' O3' .  This is used internally in the code to define a turbulent rate factor as:

ft = +1 NO' O3'
NO O3

which multiplies the reaction rate based on the mean concentrations, as follows:

r f kt= NO O3
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where k is the reaction rate coefficient and r is the effective reaction rate.
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APPENDIX.

EXAMPLE IMC FILE

A sample IMC file is shown below.  The equation section shows equations wrapped for
the purpose of this display, but these equations must be on one line.

#Control
 $CONTROL

aqueous = .true.
aerosol = .true.
nsec_aer = 1
secbnds_aer(1) = 2.5e-6,10.e-6
rho_aer = 1000.,
step_ambient = .false.
emission_units = ‘g/s’
species_units = ‘ppm’
rate_species_units = ‘ppm’
rate_time_units = ‘min’
rtol = 1.e-3
staged_chem = .true.
voc_names(1) = ‘HCHO’,’ALD2’,’OLE’,’CRES’,’ISOP’
phno3 = 0.1
pno3 = 0.1
cno3 = 1.e-8
rho2o3 = 0.1
co3 = 1.e-3
rvocno2 = 1.0

$END
#Aqueous
 $AQUEOUS
   debug = .true.,
   lradical = .true.,
   dactiv =   3.000000e-07,
   fdist =   1.0,
   kiron =   1,
   firon =   1.000000e-02,
   fman =   2.000000e-03,
   chlorine =   1.00000,
   so2min =   1.000000e-06,
   lwcmin =   5.000000e-02,
   atolx =   1.000000e-04,
   rtolx =   1.000000e-03,
   dtmaxsec =   120.000,
   xtol =   1.000000e-03,
 $END
#Species,Type,Ambient,Tolerance,deposition vel,wet scav,mw
NO        F           1.0000E-04        1.0000E-08   0.0   0.0  30.01
SO2       F           0.0000E+00        1.0000E-08   0.0   0.0  64.07
NO2       F           1.0000E-05        1.0000E-08   0.0   0.0  46.01
O3        F           3.4000E-02        1.0000E-08   0.0   0.0  48.00
OLE       F           7.0000E-04        1.0000E-08   0.0   0.0  32.00
PAR       F           3.5000E-02        1.0000E-08   0.0   0.0  16.00
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TOL       F           7.0000E-04        1.0000E-08   0.0   0.0 112.00
XYL       F           0.0000E+00        1.0000E-08   0.0   0.0 128.00
FORM      F           3.0000E-03        1.0000E-08   0.0   0.0  30.03
FA        F           3.0000E-03        1.0000E-08   0.0   0.0  46.03
ALD2      F           5.0000E-04        1.0000E-08   0.0   0.0  32.00
ETH       F           2.0000E-03        1.0000E-08   0.0   0.0  32.00
CRES      F           0.0000E+00        1.0000E-08   0.0   0.0  16.00
MGLY      F           0.0000E+00        1.0000E-08   0.0   0.0  16.00
OPEN      F           0.0000E+00        1.0000E-08   0.0   0.0  16.00
PAN       F           2.0000E-04        1.0000E-08   0.0   0.0 121.00
CO        S           2.0000E-01        1.0000E-08   0.0   0.0  28.00
HONO      F           0.0000E+00        1.0000E-08   0.0   0.0  47.00
H2O2      F           1.0000E-03        1.0000E-08   0.0   0.0  34.00
HNO3      F           1.0000E-03        1.0000E-08   0.0   0.0  63.00
ISOP      F           1.0000E-03        1.0000E-08   0.0   0.0  80.00
SA        F           0.0000E+00        1.0000E-08   0.0   0.0  98.00
CRUS      P           0.9500E+00        1.0000E-08   0.0   0.0  99.99
ASO4      P           0.9500E+00        1.0000E-08   0.0   0.0  96.00
ANO3      P           0.9500E+00        1.0000E-08   0.0   0.0  62.00
ANH4      P           0.9500E+00        1.0000E-08   0.0   0.0  18.00
ANA       P           0.39316240        1.0000E-08   0.0   0.0  23.00
ACL       P           0.60683760        1.0000E-08   0.0   0.0  35.50
AMG       P           0.0000E+00        1.0000E-08   0.0   0.0  55.00
ACA       P           0.0000E+00        1.0000E-08   0.0   0.0  40.00
APOT      P           0.0000E+00        1.0000E-08   0.0   0.0  39.00
HCL       S           4.0000E-04        1.0000E-08   0.0   0.0  36.50
NH3       S           1.0000E-03        1.0000E-08   0.0   0.0  17.00
NO3       E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
N2O5      E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
C2O3      E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
XO2       E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
XO2N      E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
CRO       E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
O         E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
OH        E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
O1D       E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
HO2       E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
ROR       E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
TO2       E           0.0000E+00        1.0000E-12   0.0   0.0  99.99
CO2       A           3.5000E+02        1.0000E-08   0.0   0.0  44.00
H2O       A           -1.0        1.0000E-06   0.0   0.0  18.02
#Table
  0          0.         15.         30.         45.         60.         75.
80.         86.         87.         88.
  1  5.4420E-01  5.3460E-01  5.0520E-01  4.4820E-01  3.5040E-01  1.8120E-01
4.1280E-02  6.0000E-04  6.0000E-09  6.0000E-09
 23  1.0320E-01  1.0140E-01  9.5400E-02  8.4000E-02  6.4200E-02  3.1740E-02
7.2000E-03  6.0000E-05  6.0000E-09  6.0000E-09
  8  2.8980E-02  2.8560E-02  2.7240E-02  2.4960E-02  2.1300E-02  1.5000E-02
5.6820E-03  6.0000E-05  6.0000E-09  6.0000E-09
  9  2.1300E-03  1.9620E-03  1.5180E-03  9.0000E-04  3.2760E-04  3.2520E-05
5.1180E-07  6.0000E-09  6.0000E-09  6.0000E-09
 31  4.9560E-04  4.7880E-04  4.2900E-04  3.4380E-04  2.2440E-04  8.3400E-05
1.5360E-05  6.0000E-07  6.0000E-09  6.0000E-09
 42  2.6040E-04  2.4600E-04  2.0580E-04  1.4400E-04  7.3200E-05  1.6380E-05
1.4580E-06  6.0000E-08  6.0000E-09  6.0000E-09
 35  1.9260E-03  1.8540E-03  1.6380E-03  1.2840E-03  7.8600E-04  2.5080E-04
3.6360E-05  6.0000E-07  6.0000E-09  6.0000E-09
 36  3.1200E-03  3.0420E-03  2.7960E-03  2.3460E-03  1.6440E-03  6.7200E-04
1.3740E-04  6.0000E-06  6.0000E-12  6.0000E-12
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 14  1.14E+01    1.128E+01   1.086E+01   1.02E+01    8.94E+00    6.42E+00
2.238E+00   6.0000E-03  6.0000E-09  6.0000E-09
 71  8.8200E-03  8.7000E-03  8.3400E-03  7.6800E-03  6.4800E-03  4.0140E-03
1.0260E-03  6.0000E-05  6.0000E-09  6.0000E-09
 66  1.7411E-02  1.6760E-02  1.4808E-02  1.1607E-02  7.1054E-03  2.2672E-03
3.2869E-04  5.4240E-06  5.4240E-08  5.4240E-08
#Equations -- from ROME
 20 [NO]  + [NO]  -> (2.00) [NO2]        ;  2  2.599E-05  5.3000E+02
  3 [NO]  + [O3]  ->  [NO2]  ;  2  2.643E+03 -1.3700E+03
  1 [NO2]  -> [NO] +  [O]    ;  0  0.000E+00  0.0000E+00
  2 [O]            ->  [O3]  ;  2  8.383E+04  1.1750E+03
------------------------------------------------------------------------------
  8 [O3]   ->  [O]           ;  0  0.000E+00  0.0000E+00
  9 [O3]   ->  [O1D]         ;  0  0.000E+00  0.0000E+00
 10 [O1D]            ->  [O] ;  2  1.148E+10  3.9000E+02
 11 [O1D]  + [H2O]  -> (2.00) [OH] ;  2  3.260E+05  0.0000E+00
 22 [NO]  + [OH]  ->  [HONO]             ;  2  6.555E+02  8.0600E+02
 23 [HONO] ->  [NO] +  [OH]              ;  0  0.000E+00  0.000E+00
 26 [NO2]  + [OH]  ->  [HNO3]            ;  2  1.5370E+03  7.1300E+02
 28 [NO]  + [HO2]  ->  [NO2] +  [OH]     ;  2  5.484E+03  2.4000E+02
 31 [H2O2] -> (2.00) [OH]                ;  0  0.0000E+00  0.0000E+00
 35 [HCHO] -> (2.00) [HO2] +  [CO]       ;  0  0.0000E+00  0.0000E+00
 36 [HCHO] ->  [CO]                      ;  0  0.0000E+00  0.0000E+00
 42 [RHCO] -> [XO2] + (2.00) [HO2] + [CO] + [HCHO];  0  0.00E+00 0.00E+00
 79 [SO2]  + [OH]  ->  [SA] +  [HO2];  2  6.489E+02   1.60E+02
 44 [C2O3]  + [NO2]  ->  [PAN];  2  3.840E+03  3.8000E+02
 45 [PAN]            ->  [C2O3] +  [NO2];  2  1.2000E+18 -1.3500E+04
 43 [C2O3] + [NO] -> [NO2] + [XO2] + [HCHO] + [HO2] ; 2 5.150E+04 -1.80E+02
  7 [NO2]  + [O3]  ->  [NO3] ;  2  1.760E+02 -2.4500E+03
 14 [NO3] -> (0.89) [NO2] +  (0.89) [O] + (0.11) [NO] ; 0  0.00E+00  0.00E+00
 15 [NO]  + [NO3]  -> (2.00) [NO2]    ;  2  1.909E+04  2.5000E+02
 16 [NO3]  + [NO2]  ->  [NO] +  [NO2] ;  2  3.660E+01 -1.2300E+03
 17 [NO3]  + [NO2]  ->  [N2O5]        ;  2  7.849E+02  2.5600E+02
 19 [N2O5]            ->  [NO3] +  [NO2] ;  2  2.110E+16 -1.0897E+04
 18 [N2O5] + [H2O]  -> (2.00) [HNO3]  ;  2  1.900E-06  0.0000E+00
 76 [XO2]  + [NO]  ->  [NO2];  1  1.2000E+04  0.0000E+00
 77 [XO2]  + [XO2]  ->;  2  2.5500E+01  1.3000E+03
 29 [HO2]  + [HO2]  ->  [H2O2]           ;  2  8.7390E+01  1.1500E+03
 30 [HO2]  + [HO2]  ->  [H2O2]           ;  4  7.6900E-10  5.8000E+03
--------------------------------------------------------------------
  4 [NO2]  + [O]  ->  [NO]   ;  2  1.375E+04  0.0000E+00
  5 [NO2]  + [O]  ->  [NO3]  ;  2  2.303E+02  6.8700E+02
  6 [NO]  + [O]  ->  [NO2]   ;  2  3.233E+02  6.0200E+02
 12 [OH]  + [O3]  ->  [HO2]        ;  2  2.344E+03 -9.4000E+02
 13 [HO2]  + [O3]  ->  [OH]        ;  2  2.100E+01 -5.8000E+02
 21 [NO]  + [NO2]  -> (2.00) [HONO]      ;  4  1.600E-11  0.0000E+00
 24 [HONO]  + [OH]  ->  [NO2]            ;  2  9.770E+03  0.0000E+00
 25 [HONO]  + [HONO]  ->  [NO] +  [NO2]  ;  2  1.5000E-05  0.0000E+00
 27 [HNO3]  + [OH]  ->  [NO3]            ;  2  7.601E+00  1.0000E+03
 32 [OH]  + [H2O2]  ->    [HO2]          ;  2  4.7200E+03 -1.8700E+02
 33 [CO]   + [OH]  ->  [HO2]             ;  2  3.2200E+02  0.0000E+00
 34 [HCHO]  + [OH]  ->  [HO2] +  [CO]    ;  1  1.5000E+04  0.0000E+00
 37 [HCHO]  + [O]  ->  [OH] +  [HO2] +  [CO]     ;  2  4.3020E+04 -1.5500E+03
 38 [HCHO]  + [NO3]  ->  [HNO3] +  [HO2] +  [CO] ;  1  9.3000E-01  0.0000E+00
 39 [RHCO]  + [O]  ->  [C2O3] +  [OH]            ;  2  1.7390E+04 -9.8600E+02
 40 [RHCO]  + [OH]  ->  [C2O3]                   ;  2  1.0370E+04  2.5000E+02
 41 [RHCO]  + [NO3]  ->  [C2O3] +  [HNO3]        ;  1  3.7000E+00  0.0000E+00
 46 [C2O3] + [C2O3] -> (2.00) [XO2] + (2.00) [HCHO] + (2.00) [HO2] ; 1 3.7E+03
 47 [C2O3] + [HO2] -> (0.79) [HCHO] + (0.79) [XO2] + (0.79) [HO2] + (0.79) [OH]

; 1  9.6E+03
 48 [OH] ->  [XO2] +  [HCHO] +  [HO2] ;  2  6.521E+03 -1.71E+03
 49 [PAR]  + [OH]  -> (0.87) [XO2] + (0.13) [XO2N] + (0.11) [HO2] + (0.11)

[RHCO] + (-0.11) [PAR] + (0.76) [ROR]    ;  1  1.2030E+03  0.0000E+00
 50 [ROR] -> (1.10) [RHCO] + (0.96) [XO2] + (0.94) [HO2] + (0.04) [XO2N] +

(0.02) [ROR] + (-2.10) [PAR]  ;  2  6.2510E+16 -8.0000E+03
 51 [ROR] ->  [HO2];  1  9.5450E+04  0.0000E+00
 52 [ROR]  + [NO2]  ->;  1  2.2000E+04  0.0000E+00
 53 [O]  + [OLE]  -> (0.63) [RHCO] + (0.38) [HO2] + (0.28) [XO2] + (0.30) [CO]
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 + (0.20) [HCHO] + (0.02) [XO2N] + (0.22) [PAR] + (0.20) [OH]
; 2 1.7560E+04 -3.2400E+02

 54 [OH] + [OLE] ->  [HCHO] + [RHCO] + [XO2] +  [HO2] + (-1.00) [PAR]
;  2  7.7400E+03  5.0400E+02

 55 [O3] + [OLE] -> (0.50) [RHCO] + (0.74) [HCHO] + (0.33) [CO] + (0.44) [HO2]
+ (0.22) [XO2] + (0.10) [OH] + (-1.00) [PAR] ;  2  2.104E+01 -2.105E+03

 56 [NO3] + [OLE] -> (0.91) [XO2] +  [HCHO] +  [RHCO] + (0.09) [XO2N] + [NO2]
+ (-1.00) [PAR];  1  1.135E+01  0.00E+00

 57 [O] + [ETH]  -> [HCHO] + (0.70) [XO2] + [CO] + (1.70) [HO2] + (0.30) [OH]
;  2  1.5400E+04 -7.9200E+02

 58 [OH] + [ETH]  -> [XO2] + (1.56) [HCHO] + [HO2] + (0.22) [RHCO]
; 2 3.0010E+03  4.1100E+02

 59 [O3] + [ETH]  -> [HCHO] + (0.42) [CO] + (0.12) [HO2]
; 2 1.8560E+01 -2.6330E+03

 60 [TOL] + [OH]  -> (0.08) [XO2] + (0.36) [CRES] + (0.44) [HO2]
+ (0.56) [TO2];  2  3.1060E+03  3.2200E+02

 61 [TO2]  + [NO]  -> (0.90) [NO2] + (0.90) [HO2] + (0.90) [OPEN]
;  1  1.2000E+04  0.0000E+00

 62 [TO2] ->  [CRES] +  [HO2] ;  1  2.5000E+02  0.0000E+00
 63 [OH] + [CRES] -> (0.40) [CRO] + (0.60) [XO2] + (0.60) [HO2] + (0.30) [OPEN]

;  1  6.1000E+04  0.0000E+00
 64 [CRES]  + [NO3]  ->  [CRO] +  [HNO3];  1  3.2500E+04  0.0000E+00
 65 [CRO]  + [NO2]  ->;  1  2.0000E+04  0.0000E+00
 66 [OPEN] ->  [C2O3] +  [HO2] +  [CO] ;  0  0.0000E+00  0.0000E+00
 67 [OPEN]  + [OH]  ->  [XO2] + (2.00) [CO] + (2.00) [HO2] +  [C2O3] +  [HCHO]

;  1  4.4000E+04  0.0000E+00
 68 [OPEN]  + [O3]  -> (0.03) [RHCO] + (0.62) [C2O3] + (0.70) [HCHO] + (0.03)

[XO2] + (0.69) [CO] + (0.08) [OH] + (0.76) [HO2] + (0.20) [MGLY]
;  2  8.0310E-02 -5.0000E+02

 69 [XYL]  + [OH]  -> (0.70) [HO2] + (0.50) [XO2] + (0.20) [CRES] +  (0.80)
[MGLY] + (1.10) [PAR] + (0.30) [TO2]    ;  2  2.4530E+04  1.1600E+02

 70 [MGLY]  + [OH]  ->  [XO2] +  [C2O3];  1  2.6000E+04  0.0000E+00
 71 [MGLY] ->  [C2O3] +  [HO2] +  [CO];  0  0.0000E+00  0.0000E+00
 72 [ISOP]  + [O]  ->  (0.6) [HO2] + (0.80) [RHCO] + (0.55) [OLE] + (0.5)

[XO2] + (0.5) [CO] + (0.45) [ETH] + (0.9) [PAR]; 1  2.70E+04  0.0E+00
 73 [ISOP]  + [OH]  -> [XO2] + [HCHO] + (0.67) [HO2] + (0.4) [MGLY] + [ETH] +

(0.2) [RHCO] + (0.13) [XO2N] ;  1  1.4200E+05  0.0000E+00
 74 [ISOP]  + [O3]  ->  [HCHO] + (0.4) [RHCO] + (0.55) [ETH] + (0.2) [MGLY] +

(0.44) [HO2] + (0.1) [OH] + (0.06) [CO] + (0.1) [PAR]
;  1  1.8000E-02  0.0000E+00

 75 [ISOP]  + [NO3]  ->  [XO2N];  1 4.70E+02   0.0000E+00
 78 [XO2N]  + [NO]  ->;  1  1.0000E+03  0.0000E+00
 82 [SO2]            ->  [SA] ;  1  0.0000E+00  0.0000E+00
 83 [XO2]  + [HO2]  -> ;  2  1.135E+02   1.30E+03
------------------------------------------------------------------------------
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ABSTRACT

A Continuous Ambient Mass Monitor (CAMM) for fine particle mass (PM2.5) has

recently been developed at the Harvard School of Public Health. The principle of this method is

based on the measurement of the increase in pressure drop across a membrane filter

(FluoroporeTM) during particle sampling. The monitor consists of a conventional impactor/inlet

to remove particles larger than 2.5 µm, a diffusion dryer to remove particle-bound water, a filter

tape to collect particles, a filter tape transportation system to allow unassisted sampling, and a

data acquisition and control unit.  For each sampling period (typically 30 to 60 minutes), a new

segment of the filter tape is exposed so that particles remain close to equilibrium with the sample

air during their collection.  This results in minimization of volatilization and adsorption artifacts

during sampling.  Furthermore, since the required flow rate for the fine particle mass monitoring

channel is only 0.3 L/min, the relative humidity of the air sample can be easily reduced to 40% or

less using a NafionTM diffusion dryer to remove particle-bound water.  The CAMM has a

detection limit of less than 5µg/m3 for PM2.5 concentrations averaged over one hour.

The performance of the newly developed monitor was investigated through laboratory

and field studies. Laboratory tests included a calibration of the CAMM using polystyrene latex

(PSL) and silica particles. A series of field studies were conducted in seven cities with

presumably different PM2.5 chemical composition. The 24 one-hour CAMM measurements were

averaged and compared to Harvard Impactor (HI) 24-hour PM2.5 integrated measurements. Based

on 211 valid sampling days, the measurements obtained from the Harvard Impactor and the

CAMM were highly correlated (r2 = 0.90). The average CAMM-to-HI concentration ratio was

1.07 (± 0.18).
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INTRODUCTION

The U.S. Environmental Protection Agency (U.S. EPA) has recently promulgated a new

National Ambient Air Quality Standard (NAAQS) for fine particulate matter (PM2.5; particulate

matter ≤ 2.5µm aerodynamic diameter).  This new standard is in addition to the existing one for

PM10 which includes particles with aerodynamic diameter ≤ 10µm.  For both the PM10 and PM2.5

standards, the Federal Reference Method (FRM) is based on the gravimetric analysis of particles

collected on filters over a period of twenty-four hours.  The gravimetric analysis was selected

because most of the particle data used for the epidemiological studies investigating associations

between mortality and morbidity outcomes and ambient particle exposures are based on filter

measurements (Dockery et al., 1993 and Ito and Thurston, 1996).

The technology that the U.S. EPA has implemented as the reference method for PM2.5 is a

Teflon membrane filter preceded by an inertial impactor that has a 50% collection efficiency at

2.5µm and manufactured according to design specifications of the EPA.  In operation, a 24-hour

integrated sample is collected on a filter, which is later equilibrated at controlled temperature and

relative humidity (RH) conditions in a laboratory, and then weighed to determine the mass of the

deposited particulate matter (PM). According to the Federal Register, sampling must be

conducted at ambient temperature conditions (within 5oC), and the collected samples must be

equilibrated at 30-40% RH and 20-23oC for 24 hours prior to their gravimetric analysis (Federal

Register, 1997). This specified method will then be used to evaluate potential equivalent

methods.  This approach is necessary in order to minimize discrepancies among different

equivalent samplers. It must be pointed out, however, that the accuracy of the FRM itself is

questionable due to the volatilization of the semi-volatile inorganic and organic compounds

which are continually interchanging between the particle and gas phases.
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The PM2.5 FRM presents the following drawbacks: a) it requires a sequential sampling

unit to collect two to seven daily samples per week; b) it requires both an environmentally

controlled balance room and extensive labor to weigh the filters and; c) it does not provide short

term measurements.  Capital investment and labor costs can be significant for the implementation

of the fine particle mass standard, while very little will be learned about the diurnal variability of

fine particle concentrations. A 24-hour average measurement may not adequately represent actual

human exposure. Therefore, a semi-continuous monitor that can provide accurate hourly

measurements is essential for exposure assessment. Detailed temporal information is needed for

both understanding particle health effects and developing sound mitigation strategies. Because of

its sensitivity, the gravimetric method may not be adequate to obtain short term measurements

(less than 12-24 hours).  In addition, attempts to obtain a finer resolution on ambient particle

concentrations on a regular basis using filter based methods for large monitoring networks are

cost-prohibitive and impractical. Finally, the proposed FRM can not provide immediate data that

are necessary to calculate Air Pollution Indices (APIs).  Therefore, development of equivalent

continuous fine particle methods will make it possible to obtain richer data sets and to establish

comprehensive monitoring networks that provide information on temporal and spatial variability

of particle mass concentration in a cost-effective way.

In this paper we describe the development as well as the laboratory and field evaluation

of a semi-continuous fine particle mass sampler that can provide one-hour measurements or less.

Our method is based on the continuous measurement of the increase in pressure drop across a

FluoroporeTM membrane filter during particle sampling. We have designed and constructed a

filter tape transportation system that allows for unassisted particle sampling.  For each sampling

period (varying from 30 to 60 minutes) a new segment of the filter tape is exposed.  Considering
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that the time scale for variation in ambient air composition is usually much longer than one hour,

it is expected that particles remain in or close to equilibrium with the sample air during their

collection. This method combines measurement at ambient temperature, short sampling

durations, and low face velocity, all of which result in reducing sampling artifacts.  These

sampling artifacts are related to losses of volatile PM constituents and/or adsorption of gases by

already collected particles, and are more likely to occur over longer sampling periods (Appel et

al., 1984).  In addition, because this technique requires a low flow rate (0.3 L/min) the relative

humidity of the air sample can be controlled to 40% or less by passing the air sample through a

NafionTM diffusion dryer prior to its collection.  This is in accordance with the PM2.5 FRM,

which requires that particle filter samples should be conditioned prior to gravimetric

measurement at a relative humidity of 30-40% to remove particle-bound water.

METHODS

CAMM description

A schematic of the CAMM is shown in Figure 1 and it consists of the following

components: 1) a Well Impactor Ninety Six (WINS; Federal Register, 1997) PM2.5 size selective

inertial impactor; 2) two round-nozzle virtual impactors, having 50% cutpoints of 1.0 and 0.40

µm in aerodynamic diameter, respectively; 3) the PM2.5 monitoring channel, and; 4) a data

acquisition and control system.

The key feature of the CAMM is the PM2.5 particle-monitoring channel, which consists of

a filter tape transportation system and the pressure transducers. The principal components of this

system include a microprocessor-controlled drive to advance the tape and a mechanism to allow
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release and resealing of the filter tape each time the filter tape is advanced. The use of a filter

tape transportation system makes it possible to expose a new segment of the filter membrane for

each of the different sampling periods to minimize adsorption/desorption phenomena. The fine

particle sample is divided into two channels of equal flows  (0.3 L/min each). A high efficiency

particle air (HEPA) filter is used to remove particles from one of the two channels (the reference

channel).

For each sampling period, the filter transportation system exposes two circular filter

surface areas (radius of 3.2 mm) of the FluoroporeTM filter tape (PTFE Teflon membrane,

laminated to a layer of porous polyethylene, pore size: 3 µm, Millipore Corporation, Medford,

MA), to the fine particle and the reference channels, respectively.  During sampling, the pressure

drop across the collection medium for the sample and reference areas is measured continuously

using pressure transducers (full range 0-25″ H2O, Model PX653-25D5V, Omega Engineering

Inc., Stamford, CT). The pressure drop across the FluoroporeTM filter is approximately 7.5x103

dyn/cm2. The pressure drop across the reference channel depends on the filter characteristics,

flow rate, relative humidity and temperature. Similarly, the pressure drop across the fine particle

sample channel depends on the same parameters plus the particles that deposit onto the filter.

Therefore, the difference in pressure drop between the particle sample channel and the reference

channel can be attributed to the particles collected on the filter medium. A filter was also placed

downstream of both the sample and reference channels. Another set of pressure transducers (full

range 0-2″ H2O, Model PX653-02D5V) are used to monitor the pressure drop difference between

the sample and reference channel for both the upstream and downstream filters. This second set

of pressure transducers are used to measure the increase in pressure drop associated with the

particle loading in order to determine the particle mass concentration. This dual channel with
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downstream filter design is not affected by small flow fluctuations or changes in relative

humidity and temperature.  Therefore, this monitoring technique does not require costly flow or

temperature controls. The latter is one of the main features of our method because it makes it

possible to conduct measurements at ambient temperatures.

The original design of this instrument included the use of a porous membrane

Nuclepore  filter (Wang, 1997).  Nuclepore  filters have uniform circular pores that are normal

to the surface.  By properly choosing filter face velocity and pore size, the increase in pressure

drop per unit time in these filters can become independent of particle size for particles in the

range of 0.1-2 µm. Despite this significant advantage of Nuclepore filters, we have recently

found that the particle collection efficiency was not constant and varied with both filter porosity

and pore diameter which varied not only between batches, but also within the same batch

(Sioutas et al. 1998).  This led us to investigate the possibilities of using a different filter material

in the system.  We have chosen a filter, such as Fluoropore , because of the structural

consistency as well as the abundant literature on pressure drop with loading for various fibrous

filters (Novick et al., 1992; Gupta et al., 1993; Japuntich et al., 1994).   These studies have shown

that the change in the pressure across the filter per concentration and time to be inversely

proportional to the particle diameter (dp).  As part of our laboratory experiments (described

below), we have also investigated the relationship between the increase in pressure drop per unit

time and particle mass concentrations in Fluoropore  filters, confirming this inverse

relationship.

In order to make the increase in pressure drop per unit time and concentration

independent of particle size, a series of two virtual impactors were employed to enrich the

concentration of the larger particles. The impactor size cutpoints were selected in such a way so
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that the enrichment factor of different particles in the size range 0.1 to 1.0 µm is proportional to

their size and it varies between 1 and 10 times. This renders the response of the method

independent of particle diameter. The virtual impactors were placed as shown in Figure 1 after

the WINS PM2.5 size selective inlet and before the sampling channel. The first impactor has a

50% cutpoint at 1.0 µm and operates with a minor-to-total flow ratio of 0.2. The second impactor

has a 50% cutpoint at 0.40 µm and operates at the same minor-to-total flow ratio. The minor flow

of the second virtual impactor contains the air sample in which larger particles are enriched with

respect to smaller particles.

Experimental

The relationship between the increase in pressure drop with particle loading across the

Fluoropore   membrane filter was investigated as a function of particle concentration and size.

First, tests were conducted without the virtual impactors, and then with the two virtual impactors.

The experimental setup is shown in Figure 2.  Suspensions of monodisperse fluorescent yellow-

green latex microspheres (Fluoresbrite, Polysciences, Warrington, PA) were atomized with a

pocket nebulizer (Retec X-70/N) using filtered room air at 20 psi.  Particle size ranged from 0.05

to 2.3 µm.  The volumetric flow rate of the nebulizer was estimated to be approximately 5.5 LPM

and the output was approximately 0.25 cm3/min of fluorescent suspension.  The nebulizer was

connected to a syringe pump in order to atomize large amounts (120 mL) of the fluorescent

suspension.  In addition, the output of the nebulizer was maintained constant to ensure a stable

atomization process. The generated aerosol was mixed with clean (particle-free) air with

controlled relative humidity (RH).  RH was controlled by adjusting the flow rates of a dry and a
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moist airstream, as shown in Figure 2. The aerosol was then drawn through a 1-L cylindrical

chamber where ten 210Po ionizing units were placed (Staticmaster, NRD Inc.) to reduce

electrostatic charges carried by the generated particles to the Boltzmann equilibrium distribution.

The aerosol was then drawn through a manifold with a RH/Temperature probe connected to it;

part of the aerosol was drawn through a Teflon filter used as a reference to determine the mass

concentration of the input aerosol.  The test sample was drawn through the CAMM at 0.3 L/min.

In order to investigate the effect of particle density (or equivalently, specific gravity), suspensions

of monodisperse silica beads (ρp=2.2 g/cm3, Bangs Laboratories, Inc., Carmel, IN) were also

atomized.

At the end of each experiment, the reference Teflon filter was weighed in a controlled RH

and temperature room to determine the mass concentration of the generated aerosols.  Filters

were weighed after 24-hours of equilibration (40 ± 5% RH, 70 ± 5 °F).  The measured increase in

pressure drop per unit time was then divided by the mass concentration of the aerosol to obtain

its normalized value (3.23 ± 0.1 x 10-6 dyn/cm2/s per  µg/m3).

Field Study

A series of field studies, sponsored by EPRI (Palo Alto, CA), were conducted to test the

CAMM in different U.S. urban environments and compare it with the gravimetric PM method.

Because the composition of ambient particles varies with geographic location and season, studies

were conducted in different areas of the United States which have distinctly different ambient air

particulate compositions and densities.  These sites include: Riverside, CA, Boston, MA,

Chicago, IL, Dallas, TX, Phoenix, AZ, Bakersfield, CA, and Philadelphia, PA. At each site we
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set out to collect 30 days of valid data.  Table 1 shows a schedule of the field tests and their

location.

The PM2.5 FRM and Harvard Impactor (HI; Marple et al., 1987) were used for the

integrated fine particle mass measurements.  Similar to the FRM, the Harvard Impactor utilizes a

measurement principle based on gravimetric analysis. The FRM was used only at Riverside and

Bakersfield while the HI was used at every site. The comparison of the FRM and HI showed

excellent agreement in both Riverside (r2 = 0.99, slope = 0.92, the FRM measured less mass) and

Bakersfield (r2 = 0.99, slope = 1.00), thereby substantiating the decision to use only the HI as a

surrogate FRM at all the other sites. The FRM uses a 47mm Teflon membrane filter (Teflo ,

Gelman Sciences) at a flow rate of 16.7 L/min.  The PM2.5 HI collects particles on 37 mm Teflon

filters (Teflo , Gelman Sciences) at a flow rate of 10 L/min. The filters for both the FRM and

HI were equilibrated in a temperature and relative humidity controlled weighing room at least 48

hours prior to being weighed, both before and after sampling. All final weighings were done

within 10 days after sampling following EPA guidelines as described in the Federal Register.

Since the Harvard Impactor sampler was used as the reference to which the CAMM

would be compared, several quality assurance steps were taken.  At each site, field blanks (10%

of total sample size), replicate samples (20% for PM10 HIs and 100% for PM2.5 HIs), and

laboratory blanks (5% of total sample size), were collected in order to assess the precision and

limit of detection of HI samples. Duplicate PM2.5 HIs were used for each sampling day to ensure

maximum data capture for the 24-hour integrated fine particle mass measurements. Field blanks

were treated identically to the samples. The field blanks were intended to account for collection

of particles on the filter that occurs during handling. Replicate samples, which refer to two

identical, collocated samples, were used to assess the precision of the method.  Laboratory blanks
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were designed to assess the consistency of the weighing procedure. Filters were weighed twice

before and after sampling to improve precision; if the difference between two weighings

exceeded 10µg, the filter was weighed a third time. Flow rates were kept within ± 5% of the

target flow, 10 L/min.  Relative precision of a single HI PM sample was calculated as the

standard deviation of the difference between collocated samples divided by the mean of the

collocated samples, divided by 2 .  The limit of detection was computed as three times the

standard deviation of the mass increase of the field blanks (Keith, et al., 1983; Thomas, et al.,

1993). Precision of the CAMM method was also determined in Philadelphia where two CAMM

systems were utilized.

Sampling time for the HI was 24 hours while the CAMM was set to advance the filter

tape every hour.  The 24 one-hour CAMM measurements were then averaged and compared to

the corresponding Harvard Impactor 24-hour integrated measurement.

The Harvard-EPA Annular Denuder System (HEADS; Koutrakis et. al., 1988) was used

during the field studies to measure particulate ion concentrations (NH4
+, SO4

-2, NO3
-) and

inorganic gases (SO2, HNO3, NH3). Organic and elemental carbon was measured using a 47mm

pre-fired quartz fiber filter and analyzed by the thermal optical reflectance (TOR) method (Chow

et. al., 1993). Both the HEADS and the carbon samplers were operated at 10 L/min for 24 hours.

Total particulate nitrate was measured to determine whether any of the differences between the

mass measurements obtained from the CAMM and the Harvard Impactor could be explained by

the losses of nitrate from the Teflon filter of the HI. The loss of particulate organic carbon (OC)

from the Teflon filter could not be quantified so the particulate OC was measured to determine if

there was any relationship between the differences between the mass measurements obtained

from the CAMM and the HI and the total particulate OC measured. The HEADS and carbon
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samplers were run concurrent with the HI and CAMM.

RESULTS AND DISCUSSION

CAMM Configuration without the virtual impactors

Results from the characterization of the CAMM configuration without the virtual

impactors are shown in Figure 3.  The experiments show that the increase in the pressure drop,

per unit time and particle mass concentration (∆P/(cm⋅t)) can be expressed by the following

equation:

where ρp is the particle density, dp is the physical particle diameter and Cc is the particle slip

correction factor.  Similar relationships have also been derived in studies conducted in fibrous

filters by Novick et al. (1992), Gupta et al. (1993) and Hinds and Kadrichu (1997).  The

dependence of the instrument response on particle diameter makes it difficult to use this method

without any modifications that would negate this effect.  Hence, we used the two virtual

impactors to enrich the concentration of larger particles with respect to smaller particles of PM2.5

as an inverse function of size.

CAMM Configuration with the Two Virtual Impactors

Results from the first series of tests are summarized in Figure 4.  This figure shows

(1)     
Cd 

  
tc

P

cppm ρ
1∝∆
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separately the concentration enrichment achieved by the 1.0 µm and the 0.40 µm virtual

impactors, respectively, as well as the overall concentration enrichment when both impactors are

used in series.  The enrichment of the both virtual impactors were determined by generating

monodisperse fluorescent aerosols and by connecting a Scanning Mobility Particle Sizer (SMPS,

TSI Model 3934) and an Aerodynamic Particle Sizer (APS, TSI Model 3310A) upstream and

downstream of the virtual impactor.  For each particle size, the SMPS (for PSL particles less than

0.5µm in diameter) and the APS (for PSL particles greater than 0.5µm in diameter) sampled for

approximately 10 minutes upstream of the impactor,  then downstream of the impactor for

additional 10 minutes. The upstream and downstream measurements were repeated at least one

more time for each particle size to ensure stable readings as well as to incorporate the effects of

possible fluctuations in the concentrations of the generated aerosols.

The combined enrichment of the two virtual impactors, also shown in Figure 4, shows

that for particles in the aerodynamic size range of 0.1 to 1.1 µm, the enrichment depends linearly

on the product of aerodynamic diameter and the square root of the Cunningham slip correction.

The regression line for particles in the range of 0.1 to 1.1 µm is also shown.  The enrichment in

concentration achieved by the series of the two virtual impactors can be expressed as follows:

Concentration Enrichment = -0.20 + 9.74 da Cc
1/2 = -0.20 + 9.74 dp (ρp Cc)1/2      (2)

where da is the particle aerodynamic diameter. A high correlation for equation (2) was obtained

(r2=0.97).  The intercept of the regression line is not significantly different from zero (p

value=0.36), and thus can be neglected.

By combining equations (1) and (2), the increase in pressure drop per unit time for
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particles in the range of 0.1-1.1 µm can be expressed as follows:

This relationship was experimentally confirmed and the results are shown in Figure 5.  The

values of the pressure drop, per unit time and particle concentration (∆P/(cm⋅t)) are plotted as a

function of aerodynamic particle diameter, for both polystyrene latex and silica particles.  The

average increase in pressure drop per unit time and mass concentration for the system with the

two round nozzle virtual impactors is equal to 3.23 (± 0.1) x 10-6 dyn/cm2/s per µg/m3.  This

value is independent of particle aerodynamic diameter for particles in the range of 0.05 to 1.1

µm. Figure 6 shows the results of laboratory calibrations of the CAMM using PSL particles (ρp =

1.05 g/cm3), silica particles (ρp = 2.2 g/cm3), ammonium sulfate ((NH4)2SO4; ρp = 1.8 g/cm3),

and ammonium bisulfate (NH4HSO4; ρp = 1.8 g/cm3). All CAMM measurements were corrected

by the square root of density as described below.

It is important to point out that there is a reduced response for particles greater than 1.1

µm as demonstrated by the results shown in Figure 4.  The concentration enrichment achieved by

the combination of two virtual impactors does not increase linearly with the parameter (da⋅Cc
0.5)

for particles larger than about 1.1 µm.  Therefore, the dependence of (∆P/(cm⋅t)) on the inverse of

particle aerodynamic diameter is not negated by the concentration enrichment of particles in that

size range.  From a practical standpoint, this will have a negligible effect since the majority of

PM2.5 mass is associated with particles in the range 0.1 to 1.1 µm, with typically less than 5% of

)(
  t

P

pc

3cm

ρ
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the mass contribution from particles in the range 1.0 to 2.5 µm (Whitby and Svendrup, 1980). In

areas where the coarse to fine mass ratio is high, the CAMM may underestimate the PM2.5 mass

due to the contribution of particles in the range from 1.0 to 2.5 µm from the coarse fraction. In

these areas the CAMM may not be the most suitable method to measure PM2.5.

The results shown in Figure 5 and 6 also suggest that the increase in pressure drop per

unit time and concentration (∆P/(cm⋅t)) is inversely proportional to the square root of density

(equation 3). Therefore, it is necessary to estimate the average particle density in order to

determine particle concentration for the field studies.  The non-aqueous components of ambient

fine particles consist primarily of ammonium sulfate (ρp=1.8 g/cm3), ammonium nitrate (ρp=1.7

g/cm3), elemental carbon (ρp=2 g/cm3) and organic compounds (ρp=0.9-1.5 g/cm3).  The ratio of

organic to elemental carbon typically ranges from 1.8-2.5 (Allen et al., 1998) thus the density of

the composite carbon mixture will be in the range 1.3-1.9 g/cm3.  Hence the density of a dry

PM2.5 aerosol should be in the range 1.4-2.0 g/cm3. A density of 1.7 g/cm3 was used as the

estimated average density to correct the CAMM data in this study. Stein et. al. (1994) found a

similar average density that varied between 1.60 and 1.79 g/cm3. Given the expected density

range (1.4-2.0 g/cm3) and the square root of density dependency, assuming an average particle

density of 1.7 g/cm3 introduces a mass concentration uncertainty of less than ± 10%.

Field Study Results

Based on 211 valid daily samples collected in seven U.S. cities, the correlation between

the gravimetric method and the CAMM method was high (r2 = 0.90). The average CAMM

concentration was 18.9 µg/m3 and the average HI concentration was 17.7 µg/m3 with a CAMM

to HI mean ratio of 1.07 (± 0.18). Table 2 provides a summary of the data for the seven cities
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where sampling was conducted. Figure 7 is a plot of the combined data set for the seven cities of

the particle mass concentration determined by the gravimetric analysis (Harvard Impactor) and

the CAMM method.  These values are density-corrected, assuming a particle density of 1.7 g/cm3

for all sites.

The data shown in Table 2 do not indicate any significant dependence of the CAMM-to-

HI concentration ratio on the sampling location.  Furthermore, not knowing the true particle

density in each location makes it difficult to conclude whether the somewhat higher CAMM

readings (by 2-11%) are due to loss of volatile compounds from the HI particle filter or to

uncertainties related to the assumed density value of 1.7 g/cm3.  Finally, high correlations were

obtained for all sampling sites individually, with r2 values ranging from 0.84 to 0.97.

CAMM precision tests conducted in Philadelphia resulted in 14 valid sample days and

296 valid sample hours. The coefficient of variation (CV) for the 24-hour CAMM measurements

was 15.9% for a mean concentration of 22.3 µg/m3. The two instruments showed good agreement

(slope = 0.95) and were highly correlated (r2 = 0.89) for 24-hour measurements. Comparison of

one-hour CAMM data resulted in an r2 of 0.75, a slope of 0.97, and a CV of 28.1%. Harvard

Impactor precision tests across all cities showed good precision with a CV of 4.6% (222 sample

days, r2 = 0.99, slope = 1.006). The high CV observed for the CAMM precision can partly be

explained by the sealing mechanism of the Fluoropore filter. The inconsistent sealing resulted in

leaks of the system which led to a variable baseline. Much work is currently being done on the

design of the CAMM in order to better seal the filter material and thereby reduce some of the

instability of the hourly CAMM measurements.

In an effort to examine whether the differences of the mass measurements between the HI

and CAMM are due to losses of the semivolatiles, we investigated the relationship between the
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observed differences and the total nitrate, nitrate lost and total organic carbon. No relationships

were found for the individual sites or for all sites combined. A possible explanation is that the

precision of the CAMM hourly measurements was not sufficient enough to investigate whether a

relationship existed between the differences in the mass concentrations and the semivolatile

components. By improving the sealing mechanism we hope to address this issue in the future.

A comparison of one-hour averages for the CAMM and the Tapered Element Oscillating

MicroBalance (TEOM ; Rupprecht and Patashnick) was done during an indoor study in

Swampscott, MA in November of 1998. The two methods were highly correlated (r2 = 0.90) for

124 valid sample hours. The regression equation for the two methods is: TEOM (µg/m3) =

CAMM*0.90 - 1.83. The CAMM concentrations were corrected using an estimated average

density of 1.7 g/cm3. Figure 8 shows the relationship between the one-hour PM2.5 concentrations

for the CAMM and TEOM.

CONCLUSIONS

A novel monitoring technique has been developed that makes it possible to continuously

measure fine particle mass. Features of this continuous monitor include: a) measurement of

particle mass at ambient temperature; b) use of a filter tape transport system that makes it

possible to expose a new segment of the filter membrane for sampling periods of 60 minutes or

less to minimize adsorption/desorption phenomena; c) use of a NafionTM diffusion dryer system

that reduces relative humidity to 40% or below to remove particle-bound water; e) use of a single

pumping unit for all sampling channels and; g) unattended operation because of its filter

transport system. The response is independent of particle size, however, it does depend on the

square root of the particle density and this can introduce uncertainties on the order of 10% for
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typical atmospheric measurements. Reducing the relative humidity to below 40% with the

NafionTM diffusion dryer may cause an increase of the nitrate lost through volatilization of

ammonium nitrate. However, the 1-hour sampling duration, sampling at ambient temperatures

and the small pressure drop across the filter are all characteristics to overall minimize losses of

semi-volatile species.

A series of field studies, conducted in seven U.S. cities with different PM2.5 chemical

compositions indicated excellent overall agreement between the CAMM and the Harvard

Impactor. Based on 211 valid daily samples, the correlation between the 24-hour average

Harvard Impactor and the CAMM concentrations was high (r2 = 0.90). The average CAMM-to-

HI concentration ratio was 1.07 (± 0.18). Both Boston and Philadelphia showed high correlations

(r2 of 0.97 and 0.94 respectively; Table 2). This is expected given the stable nature of the

Northeast aerosol which, particularly in the summertime, is dominated by sulfates. Conversely,

Riverside, the only site in which a significant fraction of nitrate loss was observed, showed the

lowest correlation (0.84), which may be a result of a less stable aerosol with high concentrations

of ammonium nitrate. In Riverside, approximately 40% of the nitrate (10% of total mass) was

lost off the Harvard Impactor (or the FRM) sample as compared with the total particulate nitrate

as measured by the HEADS. However, as discussed earlier, the lack of an observable relationship

between the differences of the mass measured by the CAMM and HI for each sample day and the

measured nitrate and organic carbon, may again, be attributed to the insufficient seal of the

Fluoropore filter. Future laboratory and field studies, using a reengineered instrument that

sufficiently seals the filter material, will focus on assessing and quantifying the ability of the

CAMM to measure semi-volatile compounds with minimal losses.

In conclusion, the laboratory and field studies have demonstrated that the CAMM is a
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suitable and cost-effective method for semi-continuous particulate mass measurements.

Currently, our research efforts related to this technology include the development of other

monitors that can be used to measure particle size, particle density, and microenvironmental and

personal PM exposures.
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TABLE 1.  Sampling locations and schedule.

Sampling Location Sampling schedule

Riverside, CA 15 August 1997 - 20 September 1997

Boston, MA 10 September 1997 - 30 September 1997

Chicago, IL 10 October 1997 – 15 November 1997

Dallas, TX 5 December 1997 - 20 January 1998

Phoenix, AZ 10 December 1997 – 25 January 1998

Bakersfield ,CA 10 February 1998 – 25 March 1998

Philadelphia, PA 1 August 1998 – 1 September 1998
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TABLE 2: Results of CAMM and Harvard Impactor measurements from seven cities

Site Season

Average
Harvard
Impactor

Concentration
(µg/m3)

Average
CAMM

Concentration
(µg/m3)

CAMM
/ HI

Ratio

Valid
Sampling

Days
Correlation

(r2)
Slope

Bakersfield Spring 18.4 20.6 1.12 46 0.95 1.09

Boston Summer 15.2 17.1 1.12 18 0.97 1.16

Chicago Fall 16.8 17.8 1.06 31 0.90 1.06

Dallas Winter 11.7 12.1 1.04 34 0.90 1.03

Philadelphia Summer 21.1 21.8 1.04 18 0.94 0.95

Phoenix Winter 22.5 23.1 1.02 32 0.86 0.98

Riverside Summer 18.4 20.3 1.11 32 0.84 1.08

Combined 17.7 18.9 1.07 211 0.90 1.05
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TABLE 3: Average concentrations of chemical components in seven cities. Sulfate and
nitrate concentrations are determined from the HEADS. Organic carbon (OC) and
elemental carbon (EC) concentrations are determined using the thermal/optical reflectance
(TOR) method from particles collected on a quartz filter. The OC measurements were
multiplied by the hydrocarbon conversion factor (1.4).

Site

Valid
Sampling

Days

Sulfate
(SO4

+2)
(µg/m3)

Nitrate
(NO3

-)
(µg/m3)

Organic carbon
(OCx1.4)
(µg/m3)

Elemental
carbon (EC)

(µg/m3)
Bakersfield 46 1.0 5.6 6.8 1.5

Boston 18 4.6 0.4 6.4 1.2

Chicago 31 3.0 3.2 5.2 1.4

Dallas 34 1.8 2.1 5.4 1.3

Philadelphia 18 7.7 0.6 6.0 1.5

Phoenix 32 0.7 3.9 10.6 3.7

Riverside 32 2.8 4.4 9.1 1.9
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FIGURE 1:  Schematic of the Continuous Ambient Mass Monitor (CAMM)
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FIGURE 2: Schematic of the experimental set-up for the laboratory characterization of the
CAMM
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FIGURE 3:  Increase in pressure drop per unit time and mass concentration vs.
aerodynamic particle diameter for CAMM without virtual impactors. The silica beads have
been corrected for density.
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FIGURE 4: Concentration enrichment as a function of particle aerodynamic diameter for
the 1.0µµµµm 50% cutpoint virtual impactor (1st virtual impactor), the 0.40µµµµm 50% cutpoint
virtual impactor (2nd virtual impactor) and the two virtual impactors in series
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FIGURE 5:  Increase in pressure drop per unit time and mass concentration vs. particle
aerodynamic diameter for CAMM with two round nozzle virtual impactors. The silica
beads have been corrected for density.
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FIGURE 6: CAMM laboratory calibrations using Teflon filter as mass reference. All
CAMM concentrations have been corrected for density.
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FIGURE 7: CAMM vs Harvard Impactor 24-hour average PM2.5 concentrations for seven
cities (Riverside, Chicago, Boston, Phoenix, Dallas, Bakersfield and Philadelphia)
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FIGURE 8: The relationship between 124 one-hour indoor PM2.5 concentrations for the
CAMM and TEOM in Swampscott, MA (r2 = 0.90). The CAMM concentrations have been
corrected for density using the estimated average density of 1.7 g/cm3.
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EXECUTIVE SUMMARY
We describe the results of a six-city (Riverside, Chicago, Dallas, Phoenix,

Bakersfield, and Philadelphia) study of inorganic and organic constituents of  PM2.5

(particles with aerodynamic diameters smaller than 2.5 µm). Data from a variety of

samplers operated by the Harvard School of Public Health (HSPH), Brigham Young

University (BYU), Aerosol Dynamics Inc. (ADI), and Air Resource Specialists Inc.

(ARS) are analyzed to characterize the effectiveness of a variety of established and novel

sampling techniques for PM2.5 mass and chemical speciation based on quartz, Teflon,

nylon, and/or carbon-impregnated filter collection of discrete aerosol samples.  Some

samplers employed denuders to remove gas-phase compounds such as nitric acid, sulfur

dioxide, and volatile organic compounds which might be expected to confound accurate

quantification of particle phase chemical speciation.  In addition, several in situ samplers

including the ADI nitrate analyzer, the HSPH Continuous Aerosol Mass Monitor

(CAMM), a black carbon aethalometer, and a nephelometer were used and their results

compared with those from the discrete samplers.  Data from the samplers provide

snapshot, approximately 1-month characterizations of 24-h and study average PM2.5

composition at the six urban locations.  Additionally, we used the results of field tests of

carbon denuder efficiency at Bakersfield and comparisons of different carbon sampler

configurations at Riverside, Chicago, Dallas, Phoenix, and Bakersfield to characterize the

impacts of sampling assumptions typically made by different investigators to estimate

PM2.5 carbon concentrations.

PM2.5 mass measurements on the Federal Reference Method (FRM)-equivalent

Harvard Impactor (HI) agreed within approximately 15% with PM2.5 mass estimates

based on reconstructions from discrete chemical component samplers on study averages.

At Riverside and Dallas, most reconstructed mass estimates exceeded the HI mass

measured, but at the other sites, the reconstructed masses were smaller than that

measured on HI.  We hypothesize that the unidentified mass may be attributable to

particle-phase water.  Despite the relatively close agreement between the FRM equivalent

sampler and the mass reconstructions on a study average basis, larger discrepancies were
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apparent on 24-hour averages.  Increasing sampling temperature tends to increase losses

of volatile components from HI samples while increasing RH increases the fraction of

HI-collected mass that is unaccounted for in chemical speciation analyses.
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INTRODUCTION

Background

In July, 1997, the United States Environmental Protection Agency (EPA)

promulgated new standards regulating concentrations of fine particulate matter in the

lower atmosphere.  These regulations 1) retained the previously established limits for

PM10 (particles with aerodynamic diameters smaller than 10 µm), 2) set new limits on the

concentration of particles with aerodynamic diameters smaller than 2.5 µm (PM2.5), and

3) established a Federal Reference Method (FRM) for sampling to determine compliance

with the standard.  Elevated concentrations of fine particles have been correlated with

adverse health outcomes in epidemiological studies.  Fine particles are also a major

contributor to visibility impairment by regional haze.  The proposed standards would

regulate PM on both a 24-h and annual basis.

We describe here the results of a study undertaken shortly after promulgation of

the new standard and FRM designation.  This research was designed to respond to the

urgent need for improved data on fine particle concentrations in urban areas of the United

States and to test new and existing methods for sampling PM2.5.  Prior to promulgation of

the new standard, PM2.5 concentrations were not routinely collected in most areas of the

United States.  As such, implementation of the standards was delayed to allow

completion of three years of monitoring (through July, 2000) to determine the NAAQS

attainment status of every county in the United States.  These determinations as well as

the future attainment status of currently out of compliance areas will be based on

measurements collected with the newly designated FRM.

PM2.5 Sampling Issues

The prescribed Federal Reference Method (FRM) for PM2.5 mandates collection

of particulate matter passing through a 2.5 µm size-selective inlet on a single Teflon

filter.  In operation, a 24-hour integrated sample is collected on a filter, which is later

equilibrated at controlled temperature and relative humidity (RH) conditions in a

laboratory, and then weighed to determine the mass of the deposited particulate matter
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(PM).  Sampling must be conducted at ambient temperature conditions (within 5oC), and

the collected samples must be equilibrated at 30-40% RH and 20-23oC for 24 hours prior

to their gravimetric analysis (Federal Register, 1997).  This specified method will also be

used to evaluate potential equivalent methods to minimize discrepancies among different

equivalent samplers.  However, the accuracy of the FRM itself for determining aerosol

mass at the point of sampling is questionable due to potential errors introduced by

volatilization or condensation of inorganic and organic compounds such as ammonium

nitrate and some hydrocarbons which readily partition between the gas and particle

phases.  Furthermore, most existing PM2.5 data collected with FRM samplers have been

gathered in rural settings.  The differences in chemistry and PM composition between

urban and rural settings raise questions about the adequacy of the FRM for assessing

PM2.5 concentrations in higher population density areas.

The PM2.5 FRM presents additional limitations: 1) it requires a sequential

sampling unit to collect two to seven daily samples per week; 2) it requires both an

environmentally controlled balance room and extensive labor to weigh the filters and; 3)

it does not provide short term measurements.  Capital investment and labor costs for

purchase and operation are substantial, but very little will be learned about the diurnal

variability of fine particle concentrations.  A 24-hour average measurement may not

adequately represent actual human exposure.  Detailed temporal information is needed

for both understanding particle health effects and developing sound mitigation strategies.

Because of sensitivity limitations, the FRM gravimetric method may not be adequate to

obtain short term measurements (less than 12-24 hours).  Finally, the proposed FRM can

not provide immediate data that are necessary to calculate Air Pollution Indices (APIs).

Development of equivalent continuous fine particle methods will make it possible to

obtain richer data sets and to establish comprehensive monitoring networks that provide

information on temporal and spatial variability of particle mass concentration in a cost-

effective way.

While particle mass is the parameter subject to regulation, data on particle

chemical composition and size are needed to understand their origins and sources, and to

evaluate the relationships between specific chemical constituents and potential
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environmental and health consequences.  Automated monitoring methods, such as are

now available for specific gaseous pollutants such as ozone and carbon monoxide, have

made it possible to obtain high-time resolution, continuous ambient concentration data

for these gases at reasonable cost.  Equivalent monitoring methods are needed for fine

particles.  Filter-based particle collection and analysis as is now done is costly, and often

results are not known until some months after the sample was collected.  As the need for

particle data grows with new regulation, advances in particle measurement methods will

become essential.  However, before automated methods can be used routinely, they must

be tested against the more traditional filter-based approaches including the Federal

Reference Method for PM2.5.  While we are beginning to understand the limitations of the

filter-based approaches, the reliability and limitations of newer automated methods

remain to be explored.

Many PM2.5 components are either volatile or chemically reactive.  The volatile

components of greatest concern include ammonium nitrate, whose gas-solid equilibrium

constant varies substantially with air temperature, and condensable organic compounds

(COCs).  Compounds we refer to here as COCs have been widely labeled as semivolatile

organic compounds (SVOCs or SOCs).  SVOCs are classified using an organic

compound’s vapor pressure to estimate whether it is likely to exist predominantly in the

gas phase, predominantly in the particle phase, or in some dynamic equilibrium between

the phases.  However, vapor pressure alone may not be sufficient to assess a compound’s

tendency to fractionate into one phase or the other.  Additional factors such as water

solubility of the compound and water content or chemical composition of the aerosol

particles may also impact gas-particle partitioning in the atmosphere (Saxena and

Hildemann, 1996).  To differentiate our terminology from that previously used, we define

COCs as organic compounds that have at least 1% of their airborne mass in both the

particle and gas phases.

Performance of the FRM is expected a priori to be a function of the sampling

location and time of the year.  For instance, in locations such as Southern California and

Phoenix where nitrate and organics are known to constitute a substantial portion of the

fine particle mass, the FRM-measured PM2.5 concentration may underestimate PM2.5
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actually present in the air as it enters the sampler.  In eastern U.S. locations, these errors

should increase during the winter and decrease during the summer because nitrate

contributions to PM2.5 are generally larger during the winter than the summer.  Clean Air

Act Title IV mandated sulfur dioxide emission reductions during the years 1995-2000

have already begun to alter the composition of eastern U.S. aerosol.  Labile substances

may constitute a larger portion of the fine particle mass in the future.  Thus, tests being

conducted during 1996-97 may overstate the performance for “post-Title IV” aerosol in

the eastern U.S.  Considering all these factors, a credible evaluation of the FRM ought to

demonstrate the relationship between the method performance and the particle

composition over a broad range of locations.

Study Objectives

This study has two main objectives: 1) investigate the extent to which PM2.5

measurements made with Teflon filter-based samplers differ in mass and chemical

composition from aerosol particles at the point of sampling or inhalation and 2) test and

intercompare several continuous and discrete samplers designed to quantify PM2.5 mass

or chemical composition.   The first objective requires quantification of the amount and

composition of labile fine PM lost from single filter-based sampling methods (e.g., the

proposed FRM) as a function of season and location.  Because this objective requires

accurate chemical characterization of particle mass and chemical component

concentrations, we address the second goal of testing new and existing particle sampling

methods first in this report.  This is accomplished through intercomparisons of data from

several collocated samplers including continuous monitors for mass, nitrate, light

scattering, and black carbon and discrete monitors for mass, sulfate, nitrate, ammonium,

organic and elemental carbon, and other elements.  In addition, we also measure

inorganic gas-phase compounds (sulfur dioxide, nitric acid, and ammonia) which could

potentially act as interferents to particle-phase measurements, as well as temperature and

relative humidity.  The results reported here will have immediate value in providing more

robust fine particle sampling and concentration data to be considered in the debate

concerning the promulgation of the fine particle standard and the selection of the FRM.

Over the longer term, by quantifying the reliability of the FRM and conventional particle
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sampling technology we hope to create an impetus for improving these methods.  In the

coming decade a proliferation of private and public sector multiyear experiments in urban

and nonurban locations is expected.  These experiments will create the data needed for

designating nonattainment areas and for preparing the state implementation plans (SIPs).

Our study can act as a technology assessment forerunner to help design these multiyear,

multilocation particle sampling networks.
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EXPERIMENTAL

Sampling Locations and General Conditions

PM2.5 measurements were conducted at sites in six cities at the places and dates

listed in Table 1.  The six sites represent a cross section of regional and climatological

conditions.  Riverside in August, 1997 and Philadelphia in August, 1998 may be

representative of western and eastern cities, respectively, in the summer.  Chicago

provided data from an eastern city in the fall, although the weather was unseasonably

cold and perhaps more representative of winter.  Phoenix, Bakersfield, and Dallas

provide data from two western cities and one southern city the winter.  The study period

in Dallas was characterized by extremely clean conditions.  Precipitation was

uncharacteristically frequent and heavy at Bakersfield during the study.  Sampling

protocols used at the six sites were pilot tested in a brief study conducted in Birmingham,

AL in November, 1996 (HSPH report, 1998).  While data from the brief sampling periods

at each site (between 18 and 56 days) do not allow complete characterization of the

seasonal or annual trends in aerosol composition or mass, they give a “snapshot” look at

conditions that may occur.

Discrete (Filter-Based) PM2.5 Samplers

Mass

Discrete PM2.5 mass samples were collected at all six sites with a Harvard

Impactor (HI), a low flow particle sampler that uses an oiled impactor plate to minimize

particle bounce and provide a sharp cut point.  The PM2.5 HI sampler consists of an inlet,

an impaction plate, and filter mounted in a plastic holder.  In its standard configuration,

the HI sampler flow is 10 L min-1.  The concentration of particles was determined from

the calculated mass change on a 37 mm Teflon filter (Teflo , Gelman Sciences) by

precise weighing under controlled temperature and relative humidity conditions and the

total volume of air sampled (at local temperature and pressure).  To improve the precision

of the HI for method comparison studies, filters were weighed twice before and twice

after exposure, and the mean of the two on and two off weights was used to determine the
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net mass.  If the difference between any pair of filter weights exceeded 10 µg, a third

weighing was done.  Filters were equilibrated in a temperature and relative humidity

controlled weighing room at least 48 hours prior to being weighed, both before and after

sampling.  These techniques reduced the uncertainty of the net exposed filter mass to less

than 10 µg, or the equivalent of less than 0.8 µg/m3 PM concentration for the 10 L min-1

HI configuration and a 24 hour sample duration.

Inorganic Ions (Sulfate, Nitrate, Ammonium)

Several methods to quantify concentrations of PM2.5 inorganic ions were used in

this study.  The methods for each ion are summarized in Tables 2 – 4.  The Harvard-EPA

Annular Denuder Sampler (HEADS) method (Figure 1) is described and evaluated in

Koutrakis et al. (1988), Ellestad, et al. (1991), and an ORD-USEPA publication (1992).

Briefly, each of the two HEADS systems use a Teflon front filter (F1) to collect PM2.5

particles.  Air sampled at 10 L min-1 first travels through the inlet section where a glass

impactor removes particles larger than 2.1 µm and then through two annular denuders

coated with sodium carbonate (D1) or citric acid (D3) to remove acidic and alkaline

gases, respectively.  The HEADS systems differ in the backup filters employed to capture

particle phase constituents (nitrate and ammonium in Full HEADS and nitrate in the

Nylon configuration) volatilized from the Teflon front filter during sampling.  Full

HEADS employs a pair of sodium carbonate coated glass fiber filters (F2 and F3) to

collect volatilized nitrate and a citric acid coated glass fiber filter to trap ammonium.  The

F2 filter collects nitric acid from the nitrate volatilized off of the F1 Teflon filter, and the

F3 filter is used to correct the nitrate found on the F2 filter for possible interference from

ambient NO2 (the nitrate lost from the F1 filter is F2 nitrate minus F3 NO3).  The total

nitrate value for this method is thus the nitrate concentration measured on F1+F2-F3.   In

Nylon HEADS, the filter pack has only Teflon and Nylon filters – there are no coated

glass fiber filters.  The Nylon (Gelman Nylasorb) filter (FN) is sandwiched immediately

downstream from the Teflon filter to absorb any volatilized HNO3 from the Teflon filter

with minimal losses from other surface reactions in the filter holder.  Nitrate in this

system is given by nitrate on F1+FN.  Only a Nylon HEADS was available at

Philadelphia.
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The BYU Annular Denuder and ChemSpec Samplers (ADS and CCS,

respectively, Figure 2) both incorporate a set of sodium carbonate/glycerine-coated

annular denuders to remove sulfur dioxide and nitric acid.  The ChemSpec was also

sometimes equipped with a sodium chloride denuder designed to enhance removal of

ammonia.  In both samplers, the denuders were preceded in the sample train by a Teflon-

coated impactor inlet with a 50% cutpoint at 2.5 µm and a flow rate of 18 L min-1.

Teflon and nylon filters analyzed for nitrate and sulfate by IC followed the denuders.

Negligible sulfate was detected on the nylon filters in either sampler, so PM2.5 sulfate is

simply that collected on the Teflon filter.  Nitrate is the sum of the two filters.

The High Volume BYU Organic Sampler System (Big BOSS, Figure 3) has been

described previously by Eatough et al. (1993) and Cui  et al. (1998).  Air sampled at 170

to 210 L min-1 passed first through a multi-channel diffusion denuder whose surfaces

were coated with carbon impregnated filter paper sheets and then through a quartz and an

Empore carbon-impregnated filter in series.  The flow through the Empore filter was

controlled by a mass flow controller to less than 25 L min-1.  Nitrate and sulfate on the

two filters were quantified by ion chromatography (IC) in BYU’s laboratory.  PM2.5

sulfate is calculated as the mass collected on the quartz filter while nitrate is the sum of

the quartz and Empore filter measurements.  At the Big BOSS sample flow rates, the

denuder’s ability to quantitatively remove gas-phase interferents suffers (Cui et al.,

1998).

The Particle Concentrator-BYU Organic Sampling System (PC-BOSS, Figure 4),

a new sampler recently described by Eatough et al. (1999), removes gas-phase

carbonaceous compounds, nitric acid and ammonia from the aerosol stream using a

particle concentrator designed to separate the incoming air flow into minor and major

flow channels.  Air entered the particle concentrator after passing through the size

selective inlet at approximately 200 L min-1.  In the concentrator, the air stream was split

into two flows: the minor flow contained concentrated particles in the 0.1 to 2.5 µm

diameter range, and the major flow contained approximately 75% of the gas volume and

the majority of the particles smaller than 0.1 µm in diameter.  Small losses (on the order

of 5-10%) of particles from the air stream occurred in the particle concentrator.  The
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minor flow stream then passed through a carbon denuder assumed to remove the

remaining gas-phase carbon, nitric acid, and ammonia.  Following the denuder, this flow

path was split again with half passing through a quartz filter followed by an Empore

carbon filter designed to capture particle-phase carbon and nitrate volatilized from the

quartz filter during sampling and the remainder passing through a Teflon front filter

followed by a nylon back-up filter to catch nitrate volatilized from the Teflon filter.

Particles were also collected from the major flow path using a single quartz filter with no

back-up filter. All filters were analyzed for nitrate and sulfate by IC.  PM2.5 sulfate is the

sum of the minor flow quartz or Teflon filter and the major flow quartz filter

measurements.  For nitrate, volatilized nitrate collected on the Empore or nylon backup

filters is added as well.

Carbon

Particle-phase carbon samplers used in this study are summarized in Table 5.  Big

BOSS and PC-BOSS quartz and Empore filters were analyzed for carbon by temperature

programmed volatilization (TPV) (Cui et al., 1998; Eatough et al., 1989; Eatough et al.,

1990).  Briefly, gases evolved with a linear temperature ramp were converted to carbon

dioxide (CO2) at 1200 °C over a barium chromate-silver catalyst bed and detected using a

non-dispersive infrared detector.  The total integrated area from 50 to 750°C gives total

carbonaceous material on the filter.  Carbon evolved above 500 °C is assumed to be

elemental carbon.  In the Big BOSS, PM2.5 elemental carbon is that collected on the

quartz filter.  Total PM2.5 carbon is obtained by summing the front filter quartz and the

Empore values.  Because of slight denuder breakthrough by gas-phase organic carbon,

the front quartz filter total carbon measurement was corrected by ignoring carbon evolved

in the first thermogram peak (below 170 °C) in the TPV analysis.  This adjustment is

justified based on comparisons of denuded and undenuded filter analyses (Cui et al.,

1998).  PC-BOSS total carbon is calculated by summing the minor flow quartz and

Empore filters with the major flow quartz filter.  Since the major flow is undenuded, the

carbon mass collected on this filter was corrected as described for Big BOSS.

The two Harvard Carbon Sampler configurations used at all sites in this study are

shown schematically in Figure 5.  These samplers are labeled UND and DEN to denote
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undenuded and denuded, respectively.  Each sampler configuration consisted of two 47-

mm diameter quartz fiber filters arranged in series following a virtual impactor with a

nominal particle aerodynamic diameter cut point of 2.5 µm.  Only an undenuded sampler

was employed at Philadelphia.  Air was sampled at 10 L min-1.  The front quartz filter in

all samplers is designated as Quartz Filter A (Qa) and the backup as Quartz Filter B (Qb).

In sampler UND, the air stream passed directly from the size selective inlet to Qa and

then to Qb.  An aluminum parallel plate denuder with charcoal–impregnated filter

surfaces was inserted into the air stream between the inlet and Qa in sampler DEN.  The

denuder was replaced with clean carbon-impregnated filter paper approximately every 2

weeks in an attempt to mitigate errors caused by gas-phase breakthrough of gas phase

organic carbon.  However, theoretical denuder efficiency calculations depend on several

assumptions including complete, irreversible adsorption of gas-phase contaminants on

denuder surfaces and laminar flow through the denuder chamber.  More accurate

estimates of denuder field efficiency could be determined experimentally by quantifying

the inlet and outlet concentrations of the gas-phase compound or compounds of interest.

We attempted to quantify field denuder performance using two additional sampler

configurations at Bakersfield.  These samplers, labeled as UPF (undenuded with prefilter)

and DPF (denuded with prefilter) in Figure 5, were analogous to samplers UND and

DEN.  However, the additional samplers at Bakersfield included Teflon pre–filters (TPF)

immediately after the size selective inlet.  The TPF in samplers UPF and DPF was

intended to selectively remove airborne particles from the sampled air stream without

significantly disturbing the gas-phase COC concentration.  For sampler UPF, the Teflon

pre–filter preceded Qa and Qb.  No denuder was used.  For sampler DPF, the TPF was

followed by a denuder and then by Qa and Qb.  The Teflon filter in sampler DPF removed

particle-phase material prior to the air stream entering the denuder, so carbon detected on

Qa and Qb originated from gas-phase or volatilized particle-phase organics that the

denuder failed to collect.  We used carbon detected on Qa and Qb in the UPF sampler to

estimate the gas phase concentration entering the DPF denuder as described below.

Prior to sampling, all filters used in this study were pre-fired in an oven at 900 ºC

for at least four hours to remove any carbon contamination.  The filters were tested for
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carbon levels before use.  Those filters that exceeded 1.5 µg cm-2 organic carbon, 0.5 µg

cm-2 elemental carbon, or 2.0 µg cm-2 total carbon were discarded.  The average pre-fired

blank levels were 0.41 ± 0.2 µg organic carbon cm-2 of filter area, 0.03 ± 0.2 µg

elemental carbon cm-2, and 0.44 ± 0.2 µg total carbon cm-2.  Because pre-fired filters may

absorb organic vapors during shipping and storage, the lower quantifiable limit (LQL) for

analysis of filters from each city was determined from the variability in the results of

analysis of dynamic (field) blanks from each site and in regularly collected collocated

samples.  The average field blank filter masses for all of the sampling sites were 0.27 ±

0.15 µg for organic carbon, 0.01 ± 0.04 µg for elemental carbon, and 0.29 ± 0.18 µg for

total carbon.  We defined the LQL as 3 times the larger of the standard deviation in the

field blank values and the average root mean squared (RMS) difference in replicate

analyses of selected filters.  For all five study sites, the average RMS difference in the

replicate sample analyses was greater then the standard deviation of the field blank

values.  The average LQL concentrations for the five sites were 1.22 µg m-3 for organic

carbon, 0.55 µg m-3 for elemental carbon, and 1.60 µg m-3 for total carbon.

Harvard Carbon Sampler filters were analyzed for total carbon by Thermal

Optical Reflectance (TOR) as described elsewhere (Chow et al., 1993) at the Desert

Research Institute in Nevada.  For sample deposits containing more than 10 µg cm-2 of

carbon, precision is better than ± 3%.  Precision (reproducibility in replicate analyses of

the same filter) of the split between the organic and elemental carbon fractions is

generally better than 5% of the total measured carbon.  The accuracy of the TOR method

for total carbon determined by analyzing a known amount of carbon is ± 5% (Chow et

al., 1993).

Continuous (In Situ) PM2.5 Samplers

Mass

A Continuous Ambient Mass Monitor System (CAMM, Figure 6), which

measures particle mass concentrations based on the continuous measurement of the

pressure drop across a porous membrane filter (NucleporeTM) was used at all sites to

determine 5-minute average PM2.5 mass.  Pressure drop across the filter is proportional to

the particle mass concentration.  The filter face velocity is chosen such that pore
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obstruction by interception is the dominant cause of particle related pressure drop change

over time.  The monitor is comprised of a filter tape to collect particles, a filter tape

transportation system to allow for several weeks of unassisted particle sampling, a system

to measure the pressure drop across the filter, a diffusion dryer to remove particle-bound

water, and an air sampling pump.  The monitor exposes a new segment of filter tape

every 20 to 60 minutes for particle collection.  During this period, particles collected on

the filter are expected to remain in equilibrium with the sample air since the composition

of ambient air is assumed to not vary substantially over this short time period.

Volatilization and adsorption errors are expected to be minimized relative to those

encountered with discrete samplers, since measurements are made at ambient temperature

for short time periods and at low face velocity.  This technique maintains a constant gas-

particle equilibrium for SVM components of the aerosol after collection on the filter

which should theoretically reduce errors due to volatilization of collected particle-phase

compounds.  Furthermore, since the sample air is passed through a NafionTM diffusion

dryer prior to its collection, the method is consistent with the Federal Reference Method

(FRM), which requires particle mass to be measured at a relative humidity of 40% to

remove particle-bound water.  The CAMM method for PM2.5 has a detection limit of 2 µg

m-3 for a 1-hour mean.

Nitrate

The Automated Nitrate Monitor developed by Aerosol Dynamics Inc. (Figure 7)

was used to measure PM2.5 nitrate at Riverside.  The instrument provides automated

measurement of PM2.5 nitrate concentrations with a time resolution of 10 minutes.

Analysis of collected nitrate is accomplished using a similar approach to the manual

method that has been used for over twenty years to measure the size distribution of

sulfate aerosols (Hering and Friedlander, 1982).  However, in the ADI instrument,

particle collection and analysis have been combined into a single integrated collection

and vaporization cell (ICVC), which facilitates automation.  Particles are collected on a

metal strip in the ICVC for 8 minutes using a humidified impaction process.

Humidification of the sampled air stream eliminates particle rebound from the collection

surface without the use of grease (Winkler, 1974 and Stein et al.,1994).  Interference
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from vapors such as nitric acid is minimized by a denuder upstream of the humidifier.  At

the end of the 8 minute particle collection phase, the cell is purged with clean nitrogen

gas and the metal strip is rapidly heated to flash vaporize nitrate from the collected

particles into the nitrogen stream.  Nitrate is quantified by a chemiluminescent NOx

analyzer, similar to that described by Yamamota and Kousaka (1994).  The integral of the

resulting NOx peak is proportional to the deposited aerosol nitrate. After a 90 second

analysis step, the system returns to sample collection mode, initiating the next 8-min

sample at the beginning of the next 10-min period.  Additional detail on the development

and testing of the ADI nitrate monitor has been reported elsewhere (Hering et al., 1999).

Black Carbon

An aethalometer was used at all study sites to continuously (5 minute averages)

measure black carbon concentrations using light absorption.  Black carbon is expected to

compare well with EC measured on the quartz filter because elemental carbon is the

dominant optically absorbing material in submicron PM (Hansen and Rosen, 1990;

Gundel et al., 1984; Hansen et al., 1984; Wolff, 1981, Allen et al., 1999).  The

aethalometer operates at a flow of 4 L min-1 and passes ambient air through a quartz-fiber

filter tape which is compared optically to a reference portion of the tape to determine the

increment of light absorbing material per unit volume of sampled air.  At a constant

airflow, the deposition rate of BC on the filter is proportional to its mass concentration

and gives a corresponding rate of increase of the optical attenuation.  This rate of increase

is converted to a black carbon concentration by dividing by a conversion factor of 19 m2

g-1.  The method is described in further detail elsewhere (Hansen, et al., 1984, Allen et

al., 1999). The model AE-16U Aethalometer which measures optical absorption at 880

nm was used in Bakersfield, Chicago, Dallas, Phoenix and Riverside, and the model AE-

20UV Aethalometer with a dual channel design that measures BC at 880 nm absorption

and also optical absorption at 325 nm in the near ultraviolet was used in Philadelphia.

The UV channel responds strongly to species present in fresh diesel exhaust and tobacco

smoke, but was not analyzed for this paper.
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Inorganic Gas Measurements

Three inorganic gases (sulfur dioxide, nitric acid, and ammonia) were quantified

at the six measurement sites by extracting the HEADS denuders and analyzing by IC.

The sodium carbonate denuders captured sulfur dioxide and nitric acid while the citric

acid denuder collected ammonia.

Meteorology and Light Scattering

Continuous temperature, relative humidity, and nephelometry data were collected

at all sites except Philadelphia by Air Resource Specialists.  These data were averaged

over 5-minute periods throughout each study period.  Light scattering data were collected

with an Optec NGN-2 Ambient Nephelometer equipped with a solar radiation shield and

temperature and relative humidity were measured with a Rotronic MP-100F Air

Temperature/Relative Humidity Sensor equipped with and aspirated shield.  Both

instruments were mounted on towers at a height of approximately 4 m above the ground

surface.  Temperature data from the Rotronic sensor and pressure data from state

monitoring sites near the study sites were converted to 24-hour averages to correspond

with discrete sampler collection periods.  These averages facilitated calculation of

pollutant concentrations at ambient temperature and pressure.  Overall study site statistics

for 24-h temperature and relative humidity averages are summarized in Tables 6 and 7.
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DATA ANALYSIS METHODOLOGY

Sampler Intercomparison

We approached the problem of comparing data from different samplers with two

goals: 1) assuring that the samplers were expected to measure the same quantity and 2)

investigating whether any observed differences are due to sampler performance and data

quality issues, to natural variability in the atmospheric components, or to fundamental

differences in the aerosol components actually being measured.  In the following section,

data from samplers measuring the same observable are intercompared wherever the

measurements are expected to be similar.  For instance, sulfate in PM is nonvolatile, so

sulfate collected on discrete sampler front filter surfaces in different samplers are

expected to agree closely.  In contrast, nitrate tends to volatilize from Teflon filters under

sampling conditions.  Sampler air flow rates may impact front filter collection of nitrate.

However, backup filters such as nylon or sodium bicarbonate-impregnated glass fibers

which chemically bind nitrate and “continuous” monitors which analyze nitrate in situ are

expected to quantitatively capture nitrate.  Thus, we compare sampler nitrate

measurements between samplers only for the sum of front and backup filters in discrete

samplers.  In the case of nitrate, we also investigate the effectiveness of the Harvard

impactor for collecting nitrate and sulfate by comparing HI and HEADS measurements.

Guide to Analyses

As stated above, the second goal of this report (PM2.5 sampling methodology

testing) is addressed first.  Toward this end, we first present discrete sampler

intercomparison data including PM2.5 inorganic ions and carbon and inorganic gases.

Collocated samples collected with the same sampler are presented first followed by

intercomparisons with other samplers measuring the same observable.  Next, we present

the results of our analysis of the Harvard Carbon Sampler denuder efficiency whose

approach is described below.  Then, discrete sampler data are compared to corresponding

averages from the continuous samplers to test the performance of these newer sampler

systems.  Finally, we present calculations of PM2.5 mass reconstructed from the sum of
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individual component concentrations on both daily and study averages as part of the first

study objective: characterization of seasonal and geographical variations in PM2.5

composition and potential implications for use of the FRM mass sampler.  Composition

analyses from the different study sites are compared and differences in the “snapshot”

results are discussed.  Each sampler correlation figure includes a statistical summary

listing means, medians, and variances for data on days when both samplers produced

valid measurements; the Deming regression slope (See Appendix) and intercept and

associated standard errors and 95% confidence intervals; and the Spearman and Pearson

correlation coefficients.  In most cases, each sampler number includes more than one

figure if a given sampler intercomparison or other analysis was conducted at more than

one site.  Figures are labeled with the figure number and a letter denoting the site to

which it refers: R =  Riverside, C = Chicago, D = Dallas, P = Phoenix, B = Bakersfield, F

= Philadelphia.  For each correlation analysis performed at two or more sites, there is an

additional figure: A = all sites.

Carbon Field Denuder Tests

Sampling methods for carbon in PM currently suffer from a decided lack of

consensus in the scientific and air pollution monitoring communities regarding how best

to accurately determine airborne concentrations at the point of sampling.  The samplers

we employed were intended either to duplicate and intercompare commonly employed

sampling techniques or to attempt to improve on the current state of the art.

Denuder systems are sometimes used in carbon samplers to mitigate adsorption of

gas-phase organic compounds on quartz filters by reducing the gas-phase organic carbon

concentration to which a quartz filter is exposed.  A denuder exploits the several orders of

magnitude slower diffusion rates of particles compared to gas molecules in air to

selectively remove gas-phase compounds from an air stream.  To achieve a near 100%

removal of gas-phase organic carbon, the time scale for air flow from the denuder inlet to

its outlet must be greater than the time scale for diffusion of organic molecules from the

air stream to the adsorbent surfaces inside the denuder.  In addition, the adsorption

process at the air-sorbent interface must be rapid relative to the rate at which diffusive
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transport delivers molecules to the interface, and the sorbent must have a very large

sorption capacity for the compounds it is designed to remove.

Laboratory measurements of the gas phase organic carbon (OC) removal

efficiency of denuders are commonly reported as greater than 99%.  However, field

sampling conditions tend to degrade denuder efficiency.  Like all physical adsorption

processes, sorption on activated carbon is governed by a reversible equilibrium – net

adsorption occurs during periods of elevated gas-phase concentration, but net desorption

begins if the gas-phase concentration drops below the value in equilibrium with OC

sorbed on the denuder.  This dynamic equilibrium leads to slow transport of organic

compounds along the length of the denuder similar to the process used to separate

compounds through gas or liquid chromatography.  In addition, other atmospheric gases,

such as water vapor, may adsorb on the denuder adsorbent surfaces and interfere with OC

sorption on the denuder surfaces and decrease its OC removal efficiency.

In our study at Bakersfield, we employed two modified Harvard carbon samplers

in addition to the two configurations operated at the other sampling sites.  These

additional samplers, illustrated in Figure 5, added a Teflon filter to the sampling train

immediately after the PM2.5 cutpoint impactor.  The Teflon filters remove particles from

the sampled air prior to contact with the denuder or filters.  We use the results of these

two samplers, one with a denuder and one without, to estimate denuder efficiency as

described below.

Denuder efficiency is related to the penetration ratio of organic gases through the

denuder, η, which is the ratio of the outlet to the inlet concentration.  Efficiency, ε, is

simply 1 – η or

in,g

out,g

C
C

11 −=η−=ε (1)

where Cg,out and Cg,in are the gas phase organic compound concentrations at the denuder

outlet and inlet, respectively.  For laboratory tests with single or multiple known

compounds, Cg,out and Cg,in are readily obtained by sampling a portion of the inlet gas and

outlet gas with a gas chromatograph or similar instrument.  For analytical convenience,

Cg,in is normally held constant.  Field efficiency tests are complicated by variable inlet
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concentrations and organic compound composition and by more difficult quantification

of the denuder inlet and outlet concentrations.

The Teflon pre-filter is assumed to remove particles from the air stream before

they encounter the front quartz filter, so carbon detected on the quartz filters should only

be due to gas-phase OC or volatilized particle-phase OC which pass through the Teflon

pre-filter (and denuder in DPF).  This assumption is confirmed by elemental carbon

analysis of the front quartz filter in the two modified samplers which detected negligible

EC on either front quartz filter.  At low (significantly smaller than individual organics’

saturation vapor pressures) gas-phase OC concentrations, sorption of organics on quartz

is generally assumed to be governed by a linear isotherm (Goss, 1993; Storey et al.,

1995):

gqs CKm = (2)

where ms is the mass sorbed per unit mass of the sorbent (µg µg-1), Kq is the equilibrium

partitioning coefficient (m3 µg-1), and Cg is the gas-phase OC concentration (µg m-3).  We

assume that the sorptive characteristics of the gas-phase OC on quartz during a given 24-

hour sampling period is described by a single, constant value of Kq.  Also, Kq is assumed

to be concentration independent over the 24-hour concentration range and insensitive to

changes in the mixture of individual gas-phase compounds resulting from preferential

sorption in the denuder or on the quartz filters.  Based on these assumptions, the gas-

phase concentration of quartz-sorbable OC in sampled air can be calculated from the ratio

of OC collected on two sequential quartz filters (QFA = front filter and QFB = backup

filter) as follows.  Combination of mass balance equations on OC in the sampled air

before and after it encounters each filter and the equilibrium isotherms (equation 2) for

OC in the gas and quartz-sorbed phases on each filter gives the following system of four

equations in four unknowns:

A,gq
f

sampQFA CK
M

VC
= (3)

B,gq
f

sampQFB CK
M

VC
= (4)

A,gQFA0,g CCC += (5)
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B,gQFBA,g CCC += (6)

where CQFA and CQFB are the OC “concentrations” obtained by dividing the OC mass
collected on filters QFA and QFB, respectively, by the sample volume ( )samps Vm  (µg m-

3); Vsamp is the sampled air volume (m3); Mf is the mass of a quartz filter (µg); and Cg,0,

Cg,A, and Cg,B are the gas phase concentrations in the sampled air before it encounters

filter QFA, in equilibrium with (leaving) filter QFA, and in equilibrium with (leaving)

filter QFB, respectively (µg m-3).  Solution of equations 3-6 generates expressions for Kq

and Cg,0 in terms of the two known values CQFA and CQFB:






 −= 1C
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QFB
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The gas-phase OC concentrations calculated using equations 7 and 8 can be used to

estimate daily denuder efficiencies using equation 1 with Cg,in = Cg,0 from the prefiltered,

undenuded sampler and Cg,out = Cg,0 from the prefiltered, denuded sampler.  Because the

denuder removes a substantial fraction of the gas-phase OC before it reaches the front

quartz filter in the denuded sampler and the front quartz filter removes additional OC

before the air stream encounters filter the backup filter, the denuded sampler QFB values

are close to the lower quantifiable limit and the denuded sampler QFA/QFB ratio is very

noisy compared to that for the undenuded sampler.  To eliminate this difficulty, we

calculate the equilibrium constant for both samplers using the undenuded sampler

CQFA/CQFB in equation 7 and then calculate the Cg,0 values for each sampler using the

sampler-specific CQFA data.

Carbon Sampling

During the past two decades, many attempts have been made to account for the

exchange of COCs between the gas and particle phases during collection and analysis of

filter samples and to accurately quantify particle-phase organics in the undisturbed

atmosphere.  Figure 8 illustrates three commonly employed approaches to estimating

particle-phase organic carbon concentrations and accounting for volatilization of particle-
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phase OC and adsorption of gas-phase organics on the filter media.  Sampler

configurations (a) and (b) have been used to generate a large body of PM2.5 carbon data.

Both samplers employ a quartz filter (Q) as the primary collection medium for PM2.5

carbon.  The differences between the samplers lies in the methods used to estimate

adsorption of gas-phase organics and/or volatilization losses of particle-phase OC

collected on filter Q.  Sampler (a) uses a parallel filter pack containing an additional

quartz filter in series behind a Teflon filter.  The Teflon filter collects effectively 100% of

the particle phase but allows gas-phase organics to pass relatively undisturbed to the

quartz filter (TQ) because of Teflon’s low specific surface area (Turpin et al., 1994).

Sampler (b) uses a backup quartz filter (QB) in series behind filter Q to estimate the

impacts of gas-phase organic adsorption on Q.  In these samplers, PM2.5 OC is often

estimated by subtracting OC measured on TQ or QB from Q.  This estimation method

assumes that 1) adsorption of gas-phase organics on TQ or QB is equal to that occurring

on Q and 2) negligible particulate OC volatilizes from filter Q during sampling.  As

Turpin et al. (1999) note, this estimation method is not universally accepted.  Chow et al.,

(1994, 1996, 1998) expressed uncertainty in the meaning of OC measurements from

filters TQ or QB and assumed that adsorption and volatilization from the front filter are

either negligible or equal and opposite.  They used OC measured on filter Q to calculate

PM2.5 organics.

Other researchers have suggested that sampler (a) may more accurately estimate

adsorption of gas-phase OC on filter Q.  TQ backup filters have been found to collect

30% to 50% more carbon than a QB filter from a parallel sampler (McDow and

Huntzicker, 1990; Turpin et al., 1994).  Turpin et al. (1999) note that this probably results

from the smaller specific surface area of Teflon filters relative to quartz filters.  Because

quartz filters have surface areas approximately 5 times larger than Teflon filters, they are

expected to adsorb substantially more gas-phase organic material than a Teflon prefilter.

Thus, a TQ filter is exposed to a higher gas-phase OC concentration than a concurrently
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sampled QB filter and would be expected to collect more OC.  Based on this argument,

sampler (a) would appear to provide the superior estimate of gas-phase adsorption on

filter Q.  However, many monitoring networks currently employ samplers configured like

(b) in Figure 1, so characterization of the potential biases introduced by these samplers

has significant value.

Sampler (c) is a modification of sampler (b) which incorporates a VOC denuder

upstream of two quartz filters (DQ and DQB).  A denuder exploits the several orders of

magnitude slower diffusion rates of particles compared to gas molecules in air to

selectively remove gas-phase compounds from an air stream.  In a sampler configured

like example (c), particle phase OC would be estimated as the sum of the organic mass

collected on filters DQ and DQB.  If the denuder is 100% efficient, no adsorption of gas-

phase organics should occur on either quartz filter.  However, removal of gas-phase

organics from the air stream passing through DQ should enhance volatilization of

particle-phase OC according to Le Châtelier’s Principle.  Addition of the OC mass

collected on DQB to that collected on DQ partially accounts for this loss because some

fraction of the volatilized OC from DQ would adsorb on DQB.
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RESULTS

Sampler Intercomparisons

Sulfate

Table 8 lists statistics for sulfate concentration data collected on the discrete

samplers used in this study.  Figures 9 to 31 compare sulfate data collected with the

discrete samplers listed in Table 2.   With a few exceptions all of the tested samplers,

including the FRM-equivalent HI agree within the experimental and analytical

uncertainty.  Where there is a small but consistent disagreement between methods, for

instance between the HEADS and HI in Figures 10 and 11, the results may be related to

small flow calibration errors.  Some of the samplers operated by BYU seem to have

experienced quality assurance problems at Riverside which were corrected at Bakersfield.

The most obvious issues occurred with the PC-BOSS as evidenced by a comparison of

the –A, -R, and –B versions of Figures 15 to 17.  At Riverside, Samplers A and B

disagree on both the minor and major flow channels and when the two channels are

summed to give total sulfate.  Scatter is substantially smaller in the –B figures.  This

improvement may be due to improved flow control on the major flow channel at

Bakersfield.  Accurate characterization of the particle concentrator minor-major flow

split is hindered if this ratio changes over the course of sample collection with increasing

pressure drop as the major flow filter collects small particles.  In addition, the PC-BOSS

B sampler was modified several times during the Riverside study period to explore issues

such as denuder breakthrough.  These sampler modifications may have impacted

reproducibility of the sampler performance.  Collocated ADS and CSS samples showed

less scatter in Bakersfield than Riverside and in general were in better agreement than the

two BOSS-based samplers.  At both sites, the Teflon filter quantitatively collected sulfate

with the exception of a few days during the Bakersfield study.

 Figures 18 to 31 intercompare the various sulfate samplers.  In general, agreement

between the samplers operated at both Riverside and Bakersfield improved at Bakersfield

much as the agreement between collocated samplers improved.  PC-BOSS results tended

to underestimate those from other samplers in cases where data scatter was minimized.
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This underestimation may be due to small (~5%) but consistent losses of particles from

the air stream in the particle concentrator.  HEADS sulfate concentrations significantly

exceeded ADS  and CSS results at Riverside but agreed more closely at Bakersfield.  A

similar trend occurred for the Big BOSS.  At Riverside, HEADS measurements were

larger (Figure 29), but at Bakersfield they were slightly smaller: the HEADS – Big BOSS

slopes were less than one, although not significantly so, and the intercepts were

equivalent to zero in Figure 29B.  Finally, the PC-BOSS – HEADS comparisons in

Figures 30 and 31 reveal similar characteristics to the other sampler inter-comparisons.

However,.  HEADS concentrations routinely exceeded PC-BOSS measurements at both

sites.  Regressions on data from all sites as well as from Riverside and Bakersfield

individually yield slopes significantly greater than 1.  This indicates that the PC-BOSS

loses sulfate relative to the HEADS systems, perhaps because of particle concentrator

losses discussed above.  The underestimate of sulfate is smaller at Riverside than at

Bakersfield and smaller using the PC-BOSS minor flow Teflon filter than the minor flow

quartz filter.

Figures 41 to 45 compare HEADS sampler sulfate with the BYU samplers.  The

HEADS – Annular Denuder Sampler and HEADS – ChemSpec correlations were very

scattered at Riverside, but both improved markedly at Bakersfield (Figures 41 and 42)

Both BYU samplers gave slightly lower sulfate concentrations than the HEADS on

average.  The Annular Denuder – HEADS slope at Riverside was not significantly

different than 1, but both HEADS regressions were greater than 0.8 µg m-3.  At

Bakersfield, the slope was not significantly different than 1 and the intercept was

equivalent to zero.  The ChemSpec – HEADS correlations at the two cities were similar.

BIG BOSS sulfate results also mirror the trends observed for the BYU Teflon

filter-based samplers.  As Figure 43 shows, results at all sites are reasonably correlated

(rpearson) = 0.89 but the scatter is substantial.  The regression slope is 1.14, but this value is

not significantly different than unity.  Most of the observed scatter is in the Riverside data

whose slope is not significantly different than one though there is are significant

intercepts for both the Full and Nylon HEADS (0.63 ± 0.44 and 0.51 ± 0.45).
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Nitrate

A statistical summary of PM2.5 nitrate data from the discrete samplers is given in

Table 9.  Our discussion of PM2.5 nitrate results follows the same pattern as the preceding

treatment of sulfate sampling results.  Analogous observations for nitrate are shown in

Figures 32 to 57 starting with comparisons of nitrate concentrations in co-located

samplers and ending with sampler inter-comparisons between different samplers.

Total nitrate concentrations calculated from the total of front + backup filters on

the two HEADS samplers differ slightly.  The regression slope between the two samplers

is 1.14 ± 0.03 for all sites together with Full HEADS measuring a higher concentration.

Figures 33A and 34A demonstrate that the Teflon filter in Nylon HEADS captures a

significantly smaller fraction of the total front + back filter nitrate than that observed in

the Full HEADS.  Overall, the Full HEADS Teflon filter collected approximately 0.73 ±

0.05 µg m-3 per µg m-3 collected on both the front and backup filters while Nylon

HEADS averaged only 0.15 ± 0.03 µg m-3 per µg m-3 collected on the front and backup

filters.  Though we have explored a few potential explanations for these results, we have

not resolved the observed discrepancies in the Teflon filter nitrate collection efficiencies.

Loss of nitrate from the Teflon front filter was greatest at the warmest site and lowest at

the colder sites.

Figures 35 to 38 compare HEADS nitrate values with nitrate measured on the

Harvard Impactor.  The comparisons in Figures 35 and 36 show total nitrate data from

front and backup filters of the Full and Nylon systems.  As the figures show, data from all

sites give a regression slope of 0.91 ± 0.05 for Full HEADS and 1.04 ± 0.05 for Nylon

HEADS.  Individual site regression lines for Full HEADS all have slopes below one

except for Riverside indicating an apparently greater collection efficiency for nitrate on

the HI than the HEADS.  The Nylon HEADS individual site slopes are all closer to one

except for Riverside whose slope was 1.37 ± 0.28.  Intuitively, the Harvard Impactor

should measure less nitrate than the HEADS samplers because it uses no backup filter to

capture volatilized nitrate.  The results indicate that nitrate losses from FRM-type

samplers may be relatively small except in areas with high nitrate concentrations and

high temperatures.  The following two figures (37A and 38A) show the same

comparisons as Figures 35 and 36, respectively, for all sites except the HEADS data
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show only front filter values.  In this case, both HEADS samplers collected much less

nitrate than the HI.  The lower HEADS nitrate values seen at all sites were expected

because of the removal of gas-phase nitric acid from the sampling stream by the HEADS

denuder.  With the nitric acid removed, Le Châtelier’s principle would cause large

volatilization of nitrate from the HEADS front filters.  Without removal of the nitric acid,

nitrate collected on the HI seems more stable except under high nitrate, high temperature

conditions such as those experienced at Riverside. In light of these results, two

explanations for the HI – total HEADS nitrate comparisons discrepancies are possible: 1)

the HI nitrate values are biased high due to the interference of gas-phase nitric acid or 2)

volatilization of PM2.5 nitrate from the undenuded HI was small compared to that which

volatilized from the denuded HEADS Teflon filters and passed uncollected through the

backup filters.

Figures 39 to 45 compare results from identical collocated samplers operated at

Riverside and Bakersfield by BYU.  For the ADS and CSS, the collocated samplers

agreed with regression slopes near unity with the two sites taken together and almost

exactly one for just Bakersfield data.  This may be related to the similar trends observed

in the sulfate data: sampler flow control problems at Riverside.  Both of these samplers

collected a larger fraction of total nitrate on their front Teflon filters than did the HEADS

samplers.  Figures 43 and 44 compare total nitrate results from collocated PC-BOSS

samplers.  The samplers agree with some scatter but regression slopes not significantly

different than 1.  The PC-BOSS nitrate data were less scattered than those for sulfate at

Riverside.  The following four figures (45A to 48A compare individual components of

the PC-BOSS systems.  Major flow nitrate values agree with some scatter (Pearson

correlation of 0.84).  The quartz and Teflon minor flow channels on PC-BOSS A have

little scatter, but there is an apparent bias toward higher values on the Teflon channel

(slope = 0.91). Figures 46 and 47 show nearly total collection of nitrate on the front

(quartz or Teflon) filters in the minor flow path.  This contrasts with the HEADS and

even the ADS and CSS results, but may be attributable to the effects of the particle

concentrator.
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The remaining figures in this subsection show sampler nitrate intercomparisons.

As Figure 49 demonstrates, the ADS/CSS regression slope for total nitrate is 0.89 with

larger ADS values.  This trend occurred at both study sites.  PC-BOSS total nitrate

(minor + major flow quartz filters + minor flow Empore) nitrate collection was

significantly less than the Annular Denuder Sampler Teflon + nitrate collection filter at

both Riverside and Bakersfield (Figure 50).  Similar results were observed for PC-BOSS

minor flow Teflon + major flow quartz + minor flow nylon nitrate (Figure 51): the

regression slopes were 0.73 and 0.69, respectively for the quartz and Teflon minor flow

channels.  Similar results were observed for the CSS – PC-BOSS comparisons, but the

regression slopes were closer to 1 as shown in Figures 52 and 53.  This improved

agreement is likely due to  the lower levels of nitrate collected on CSS relative to ADS.

The ADS/HEADS regressions shown in Figure 54 are relatively scattered in Figure 54R,

but cleaner in Figure 54B.  In both cases, the regression slope was less than one for Full

HEADS (ADS larger) and greater than one for Nylon HEADS (ADS smaller). For CSS,

Full HEADS agreed closely, but Nylon HEADS has a regression slope of 1.21 in Figure

55A.  Comparisons of the HEADS samplers with total PC-BOSS nitrate (Figures 56 and

57) based on both the Teflon and quartz minor flow channels gives the same results

observed above for the ADS and CS comparisons with PC-BOSS.  Both HEADS

samplers give significantly larger nitrate concentrations: based on the quartz minor flow

channel, the all sites regression slopes for Full and Nylon HEADS are 1.24 ± 0.05 and

1.44 ± 0.05, respectively. PC-BOSS Teflon minor flow channel-based regression slopes

are slightly higher (1.29 ± 0.05 and 1.50 ± 0.06, respectively for Full and Nylon

HEADS).

HEADS Ion Balances

Ammonium concentrations at the study sites are summarized in Table 10.  Figures

58 to 61 present ion balances from Full and Nylon HEADS samples on a daily basis at

each of the sites.  The ion balance for Full HEADS front filters (Figure 58) at all sites has

a regression slope of 0.99 ± 0.02 and a Pearson correlation coefficient of 0.98.  The

Nylon HEADS front filter ion balance (Figures 59) is slightly skewed toward extra

cations: the slope is 1.17 ± 0.03.  Only the HEADS ion balance for front + backup filters



27

and backup filters alone are shown (Figures 60 and 61) because Nylon HEADS does not

include a backup filter for ammonium.  Figures 60 and 61 demonstrate that backup filter

collection in Full HEADS leave room for improvement.  Correlation coefficients in both

figures are low, and the regression slopes strongly favor cations (mainly ammonium)

over anions (mainly nitrate).  These difficulties may be linked to improper estimation of

collected volatilized nitrate from the F2 and F3 filters in Full HEADS.  The backup filter

system on Full HEADS seems to fail to completely account for nitrate volatilized from

the front filter since the ammonium / nitrate correlation on this filter is dramatically

skewed toward higher ammonium concentrations as shown in Figure 61.

HSPH Carbon Denuder Field Tests at Bakersfield

Figures 62B and 63B show the differing collection rates of organic carbon on the

front quartz filters of the denuded and undenuded samplers operated at Bakersfield with

Teflon prefilters (DPF and UPF, respectively).  Since the prefilter removes the particle

phase, the differences in front filter OC collection between DEN and DPF (in Figure 62)

and between UND and UPF (in Figure 63B) give a qualitative assessment of the

denuder’s ability to prevent gas-phase OC adsorption on a quartz filter.  The regression

slope in Figure 62B is 0.12 ± 0.06 while that in Figure 63B is 0.29 ± 0.05.  Similarly, in

Figure 64B which compares Qa OC collection in DPF and UPF, the regression slope is

0.52 ± 0.11 with UPF values larger.  We used equations 7 and 8 to estimate both the gas-

filter adsorption equilibrium constant for quartz and the denuder efficiency (ε) on each

study day.  Figures 65B to 68B illustrate the impacts of changing temperature and

relative humidity on calculated denuder efficiencies and equilibrium constants (Kq),

respectively.  No clear effect of meteorological conditions on the calculated denuder

efficiency can be discerned although denuder efficiency may increase slightly with

increasing relative humidity.  These results are not surprising because other factors such

as changes in the daily composition of  gas phase OC may confound identification of

weather based effects. The increased denuder efficiency with humidity may be due to
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increased capture of oxygenated organics in water sorbed on the denuder surfaces.  The

denuder efficiency estimates shown in Figures 67B and 68B average 68.2% with a

median of 70.6%.

We close the discussion of our denuder efficiency tests by emphasizing that the

foregoing analysis represents an explanation of denuder and quartz collection

characteristics using unprecedented, yet empirical experiments.  The results underscore

the message that despite widespread and long-standing use of quartz filters (both with

and without denuders) for sampling total particle-phase carbon, their sampling

characteristics remain fraught with conjecture.  The only way to definitively elucidate the

sampling characteristics of quartz filters and denuders is to measure the molecular

composition of what they sample (gas and particle phase) using techniques that can

quantify compounds with a wide range of polarities.

Carbon

A statistical summary of PM2.5 carbon data from the discrete samplers is given in

Tables 11 and 12.  Figures 69 to 74 compare the sampler results for elemental carbon at

the study sites.  As Figure 69 shows, the two Harvard carbon samplers operated at all

sites agree closely.  None of the sites had a regression slope significantly different than 1,

though most sites had slopes slightly greater than 1 with UND concentrations being

higher.  This slight bias toward the undenuded sampler indicates the potential for small

losses of EC in the denuder.  Collocated Big BOSS and PC-BOSS total EC

measurements showed more scatter than expected for a nonvolatile, relatively inert PM2.5

constituent.  The PC-BOSS Riverside correlation was the only single site comparison

with a correlation coefficient greater than 0.5.  It is possible that either the flow control

problems highlighted in the inorganic ions section above or perhaps some analytical

difficulties in distinguishing EC from total carbon contributed to these results.

As expected based on the scatter in the Big BOSS and PC-BOSS results, the

Harvard Carbon Sampler / BOSS comparisons were very noisy as shown in Figures 73

and 74.  The concentrations measured on the UND and DEN samplers were significantly

lower than those on either Big BOSS or PC-BOSS (regression slopes for UND were 0.62

± 0.21 with Big BOSS higher and 0.68 ± 0.18 with PC-BOSS higher.  It is worth noting
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that BYU and Harvard used different analytical techniques with different arbitrary

thermal analysis cutpoints for defining EC, so the discrepancies shown in Figures 73 and

74 may not be sampler related.

Figures 75 to 83 show similar comparisons for these samplers’ measurements of

total carbon (TC).  The UND sampler Qa filter collected more TC than DEN (regression

slope = 1.09 ± 0.04) at all sites as shown in Figure 129.  This is expected since the

denuder in DEN removes some fraction of the gas-phase carbon that might otherwise

sorb on Qa.  Additionally, the removal of gas-phase carbon may enhance volatilization of

organics from DEN Qa in the same manner as we discussed previously for nitrate in a

denuded sampler.  This expectation is consistent with the results shown in Figure 76.  Qb

TC is larger for UND than DEN because DEN Qb should be exposed mainly to

volatilized OC from Qa while UND Qb is exposed to any gas-phase OC not sorbed by Qa.

Comparison of the three available methods of determining TC from the front and back

filter measurements (corresponding to methods a, c, and d in Figure 8) shown in Figure

77 indicates that using the sum of Qa and Qb in the DEN sampler (method d) gives similar

results to using only Qa from UND (method a).  Method b (UND Qa – Qb) gives

significantly smaller concentrations.

Analysis of collocated BIG BOSS TC data (Figure 78) reveals a significant bias at

Bakersfield.  Riverside data show relatively close agreement.  Collocated PC-BOSS data

are somewhat scattered but unbiased at both sites as shown in Figures 79 and 80.  PC-

BOSS results give lower TC concentrations than Big BOSS at all sites (regression slope

= 0.78 ± 0.20), but the data are scattered as shown in Figure 81.  Comparison of the two

BOSS samplers with UND and DEN (Figures 82 and 83) results in the same trend seen

for EC above: the BYU samplers collected significantly more carbon.  These results

could be due to volatilization losses in the HSPH samplers or to positive errors in the

BOSS data due to penetration of gas-phase OC through the denuder followed by

essentially quantitative collection on the Empore filter.  Our results presented here and in

the previous subsection on denuder performance highlight the important need for

improved analytical techniques for carbon in PM2.5.  The greater than 50% variability in



30

estimates of PM2.5 carbon could have substantial impacts on health risk assessments and

design of effective concentration reduction strategies.

Inorganic Gases

Tables 14, 15, and 16 summarize sulfur dioxide, nitric acid, and ammonia

measurements, respectively made at the six study sites.  Figure 84 compares HEADS

denuder measurements of gas-phase nitric acid.  At all sites except Bakersfield, the 24-h

average nitric acid concentrations were below 5 ppb and the two HEADS systems were in

close agreement.  At Bakersfield, both samplers measured much higher nitric acid

concentrations – a peak of more than 300 ppb for Full HEADS and slightly less than 200

ppb for Nylon HEADS.  Though the sampler agreement was poor, there was a reasonable

correlation between the measurements at Bakersfield indicating possible fractional

breakthrough on the Nylon HEADS denuder.  We are unsure of the origin of the elevated

nitric acid concentrations here.  The time series reveals several very high concentration

episodes which may be correlated to precipitation or other meteorological events.  Oil

pumps in the area are generally powered by small natural gas generators which may

contribute significant nitrogen oxide concentrations.

Figures 85 and 86 present gas-particle partitioning of nitric acid and PM2.5 nitrate

based on denuder and front + backup filter HEADS measurements.  In general, there was

very little correlation between gas-phase nitric acid and PM2.5 nitrate at any of the

sampling sites.  Gas-phase nitric acid concentrations were lower than PM2.5 nitrate at all

sites except Riverside and Bakersfield.  At Riverside, the average concentrations were

similar, but the data exhibit significant scatter.  At Bakersfield, the aforementioned large

nitric acid concentrations were one to two orders of magnitude larger than the PM2.5

nitrate values.

Table 15 summarizes ammonia measurements in this study.  Figure 87 compares

HEADS denuder measurements of gas-phase ammonia.  With the exception of a few days

at Bakersfield, the 24-h average ammonia concentrations measured by the two HEADS

systems were in close agreement.  At Bakersfield, the Nylon system detected four near-

zero concentration days.
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Figure 105 present gas-particle partitioning of ammonia and PM2.5 ammonium

based on denuder and front + backup filter Full HEADS measurements.  The Nylon

HEADS had no backup filter for ammonium, so its data are not reported here.  In general,

the gas-particle correlations were closer to one for ammonia than for nitrate, although the

ammonia correlation was also very scattered in Dallas and Chicago where concentrations

were very low.  Gas-phase ammonia concentrations were higher than PM2.5 ammonium at

all sites where a significant correlation existed.  The largest ammonia concentrations

were measured at Riverside and Bakersfield which is not surprising in light of the

agricultural activities near these sites.

Continuous Sampler Tests

PM2.5 Mass

Figure 89 compares PM2.5 mass measurements by CAMM and Harvard Impactor

(HI).  The samplers agree closely.  CAMM and HI are correlated with rpearson and rspearman

both greater than 0.91 at all study sites.  CAMM measurements averaged 6% greater than

HI mass measurements at all sites (based on the zero-intercept regression slope).  The

average offset (y-intercept with CAMM on the y-axis) was only slightly larger than its

95% confidence interval.  The zero-intercept slope was less than 1 (0.99) only at Phoenix

which was also the only site with a significant y-intercept.

Nitrate

Figure 90R compares HEADS nitrate with 23.5-h average concentrations from the

ADI nitrate sampler for 15 days at Riverside.  Pearson correlations between ADI and

HEADS are greater than 0.96.  The Full HEADS total nitrate vs. ADI regression line

slope was significantly less than one with a non-zero intercept, but the nylon HEADS

slope was equivalent to one with a zero intercept.  The time series shows close replication

of the nitrate peaks and valleys during the sampling period.  Figures 91R and 92R

compare averaged ADI results with the BYU discrete nitrate samplers.  As with HEADS,

ADS, CSS, and PC-BOSS are closely correlated with the ADI data.  However, all three

BYU samplers underpredict nitrate concentrations relative to the ADI sampler.  This
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result is consistent with the disagreements between HEADS and these samplers noted

above in the discrete sampler testing section.

Carbon

Figure 93 compares front filter EC from the UND HSPH carbon sampler with 24-

h average black carbon concentrations from the aethalometer.  Combination of the data

from all sites gives a Pearson correlation coefficient of 0.97 and a regression slope of

1.26 ± 0.05 for the undenuded sampler.  Individual sampling site regression slopes fall

within the 95% confidence interval for the entire data set with the exception of Dallas

where the slope was significantly steeper.  The concentrations observed at Dallas were

somewhat lower than the other sites, and the data are more scattered, so this result may be

a sampling artifact.

Light Scattering

The nephelometer-HI comparison in Figure 94 shows substantial scatter the study

overall.  However, at each individual site the correlation coefficients for HI mass and the

scattering coefficient were somewhat closer to one.  Significant differences in the

regression slopes occurred between Riverside and both Chicago and Bakersfield.

Phoenix was not significantly different than Riverside or the other sites.  Dallas had an

extremely low regression slope with a significant y-intercept.  These observations may be

linked to the low PM2.5 concentrations that occurred during the study period at this site.

Continuous PM2.5 Sampler Correlations

Figures 95 and 96 intercompare hourly averages of data from the continuous

samplers.  Figure 95 show the correlation between CAMM PM2.5 mass and aethalometer

black carbon (and ADI nitrate at Riverside).   Correlation coefficients (rpearson) for the

aethalometer-CAMM comparisons in Figure 95 vary between a low of  0.32 at Riverside

and a high of 0.75 at Phoenix.  Riverside and Bakersfield had the smallest fractions of

PM2.5 mass attributable to black carbon.  As Figure 96 illustrates, 1-hour average CAMM

mass and nephelometer bscat measurements were correlated with rpearson greater than 0.7 at

all sites except Dallas.  As discussed above, Dallas presented extremely low particle

concentrations throughout our study period.  The individual site Deming regression
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slopes on these plots vary between approximately 0.04 and 0.2 for CAMM-aethalometer

data and between approximately 2.5 and greater than 9 for the CAMM-nephelometer

correlation.  All sites except Phoenix had slopes lower than 0.1.  It appears unlikely that a

coherent correlation between light scattering or PM2.5 black carbon and CAMM mass

would exist over longer periods or for combined data collected under different

geographical or seasonal conditions.

PM2.5 Speciation

Figures 97 to104 illustrate the differences in PM2.5 composition between the

sampling sites using the four different algorithms for calculating the reconstructed mass

described in the footnotes to Table 16 which also summarizes our PM2.5 measurements at

the six sites.  In many cases (particularly at Riverside and occasionally at Dallas), the

daily sum of the chemical constituents was significantly greater than the Harvard

Impactor total PM2.5 mass, sometimes by a factor of two or more.  In contrast, the sum of

the speciated masses at Chicago, Bakersfield, Phoenix, and Philadelphia were

predominantly lower than the HI mass.  The reconstructed PM2.5 mass at Philadelphia

omits crustal and other trace element contributions because XRF data were not available.

Bakersfield and Phoenix both had very small sulfate concentrations but some of the

largest negative differences between reconstructed mass and HI measured mass.  This is

somewhat counterintuitive since sulfate in PM2.5 is nonvolatile and thus reproducibly

measured by both the HI and the speciated samplers.  Similarly, Phoenix PM2.5 was on

average more than 50% organics and 15% nitrate, both volatile species expected to be

underrepresented by an FRM-like sampler such as the HI.  Bakersfield had even larger

nitrate concentrations and similar organic concentrations.

It is possible that the effects of relatively cool, damp weather conditions at these

sites cancelled out those of the relatively volatile chemical composition of the PM2.5

during the study periods.  The final four sets of figures (105 to 108) show relationships

between average and peak 1-h temperature and relative humidity And the relative

disagreements between HI and reconstructed mass based on algorithm 4 (Table 16

footnote).  We also explored correlations between individual PM2.5 component

concentrations and the HI-recon4 value, but found none that were statistically significant.
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Based on the results in Figures 105 to 108, there may be a negative correlation between

temperature and the “unidentified” mass and a slightly stronger positive correlation with

relative humidity. Both results are intuitively reasonable since increasing humidity is

expected to increase the PM2.5 mass that would not be accounted for by chemical

speciation analysis.  Increasing temperature is likely to enhance volatilization of organics

and nitrate form the HI and thus lead to a more negative difference between the HI and

reconstructed masses.
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CONCLUSIONS
This study provides “snapshot” data on PM2.5 mass and chemical component

concentrations in 6 U.S. cities for approximately one month at each site.  In addition, the

PM2.5 speciation sampler inter-comparisons generate important topics for discussion and

hopefully future improvement of PM2.5 sampling techniques.  Finally, analysis and

comparison of data from the various samplers allows estimation of the potential errors

associated with PM sampling based on single Teflon filter technology.

PM2.5 speciation data based on HSPH sampler measurements at the study sites

challenge some widely held paradigms regarding particulate matter composition in the

United States.  Sulfate is typically assumed to account for about one third of the mass of

PM2.5.  The results of studies, such as SEAVS, in rural areas of the United States have

reinforced this assumption.  Furthermore, these studies reported a significantly lower

fraction of particle-phase organics – approximately 13% in SEAVS – and negligible

contributions from nitrate.  In contrast to the rural PM2.5 data, the largest sulfate fraction

measured was 36% at Philadelphia, but the next highest fractions were 19% at Chicago,

15% at Dallas, and 13% at Riverside.  The other western cities (Bakersfield and Phoenix)

had sulfate fractions smaller than 6%.  Organics comprised a much larger fraction of

PM2.5 at all sites sampled, ranging from 36% at Chicago to 54% at Phoenix and

Philadelphia.  Nitrate was also a more dominant PM2.5 component: about 12% in Dallas;

more than 15% in Riverside, Chicago, Philadelphia, and Phoenix; and almost 29% in

Bakersfield.  Only Philadelphia had a trivial contribution from nitrate: 2.9%.

The increased relative importance of potentially volatile PM2.5 components

(nitrate and organics) observed in this study highlights the potential pitfalls of PM2.5 mass

samplers which rely on a single, undenuded Teflon filter with no backup filter.  Such

samplers are suspected to lose a substantial fraction of PM2.5 nitrate during sampling and

equilibration of the filters prior to weighing.  We observed losses of nitrate from the HI

of less than 10% on a whole study average of the nitrate collected on the Nylon HEADS.

The largest losses (approximately 35% of the Nylon HEADS nitrate) were observed in

Riverside where nitrate concentrations were relatively high and ambient temperatures
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were elevated.  The other sites experienced little or no nitrate loss on the HI.  Thus, In

sites where the nitrate fraction is substantial and temperatures are higher, it is possible

that this volatilization could lead to errors on the order of 10% in the quantification of

PM2.5 mass and relative contribution of other components to the total mass observed.

Loss of organics from Teflon filters is less well understood.  Teflon has a low adsorption

capacity for most organics (relative to quartz of carbon impregnated filters).  Thus,

Teflon filters are not likely to significantly trap organic compounds which volatilize from

collected particles.  For the same reason, they are also unlikely to capture much gas phase

organic material during sampling.  Some loss of PM2.5 OC is likely while the filter is

equilibrated in preparation for weighing, but this effect has not been quantified.

This study also highlights PM2.5 sampling issues which merit additional research.

Foremost among these is the sampling of organic compounds.  Our investigation of

denuder efficiency in Bakersfield reveals that carbon-impregnated filter paper denuders

may not be as efficient as originally thought at removing gas-phase organics from the

sampled air stream before they encounter the filter media.  This observation highlights

the need for a more robust sampling system for carbon in airborne particles that measures

the gas-particle partitioning as it exists in an unperturbed air parcel.  In currently

employed sampling systems, uncertainties in denuder efficiency for removing gas-phase

organics and in collection efficiency of quartz or other filter media for particle-phase

organics severely hinder accurate characterization of OC in PM2.5.  OC quantification

depends strongly upon the sampler configuration and the assumptions used to infer a

“total” particle-phase OC concentration.  In the published literature, different

investigators tend to use different assumptions which may lead to markedly varied

results.  Our work indicates that the best available sampling technology for OC may be an

undenuded quartz filter.  In such a sampling system, volatilization of PM2.5 OC during

sampling should be minimized because the gas-particle equilibrium present in ambient air

is not perturbed during sampling by removing the gas phase in a denuder.  Adsorption of

gas-phase OC on the undenuded quartz filter may introduce an error leading to over

estimation of particle-phase OC.  However, this effect could be accounted for using a

quartz filter following a Teflon pre-filter (Turpin et al., 1994).  The Teflon filter would
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remove particle-phase OC, so any OC measured on the following quartz could be

attributed to gas-phase adsorption and thus subtracted from the OC measured on the

undenuded quartz filter without a prefilter.

Revision of our understanding of the composition of PM2.5 has additional

implications beyond accurate sampling of the airborne aerosol mass.  Because the various

components of PM2.5 have different dominant sources, accurate characterization of

aerosol composition is necessary to design effective emission reduction strategies.

In summary, our results indicate that EPA’s FRM for PM2.5 sampling does have

significant limitations.  It cannot assess the chemical composition of the collected aerosol

and it may be susceptible to sampling errors based on gas-particle partitioning of volatile

organics and nitrate under certain conditions.  In high nitrate areas, a significant potential

for underestimation of PM2.5 mass concentrations exists.  Additionally, if chemical

speciation were performed on FRM samples in an effort to identify sources of elevated

PM levels, the loss of volatile material is likely to lead overestimation of the importance

of nonvolatile components such as sulfate and elemental carbon while underestimating

organics and nitrate.  Clearly, care must be taken in interpreting FRM PM2.5 sampling

data and using them to design and implement effective and rational PM mitigation

strategies.
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APPENDIX: DEMING REGRESSION
Linear regression compares data from two sets of observations and determines the

slope and y-axis intercept of the best fit line through the data.  When comparing data

obtained from two methods of measuring a single observable, the slope give information

about the relative error between the methods while the intercept provides insight into any

constant offset between them.  Standard linear regression analyses determine best-fit line

parameters by minimizing the sum of the squared differences (residuals) between

observed data points and the line in the vertical (y-axis) direction.  This method relies on

two assumptions 1) one of the methods (that plotted on the x-axis) has no associated error

in its measurements (i.e. it is a reference method) and 2) the residuals are randomly

distributed (independent of the x and y values).  If the method designated as the reference

method is changed (x and y values are swapped), the calculated best-fit relationship

between the variables will change.

A more appropriate approach to determining regression coefficients in cases

where neither data set is free of experimental errors (i.e. there is no absolute reference

method) is to minimize the distance between each data point and the regression line in the

direction perpendicular to the best fit line.  A method for this approach was described by

Deming (1943).  The slope of the best fit line is

xy
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and the intercept is
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<y> and <x> are the means of the two data sets, <y2> and <x2> are the averages of the

squared data given by
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TABLES

Table 1 Summary of sampling dates and sampling locations for the 6 study sites.

Site
Sampling

Dates Site Location

Approx.
Sampler

Heighta, m Site Surroundings Details
Riverside 8/16/97 to

9/22/97
Univ. of CA
Agricultural.

Operations Field

5 On top of a shelter building
situated in a dirt field

Chicago 10/10/97 to
11/16/97

Illinois Institute of
Technology

Campus

18 Roof of 4-story building at
corners of 33rd St. and S.

Michigan Ave.
Dallas 12/5/97 to

1/21/98
Fire Station #25:

4607 South
Lancaster Road

8 On the roof of the firehouse
approximately 20 m from

Lancaster Road.
Phoenix 12/14/97 to

1/26/98
Arizona

Department of
Environmental

Protection
“Supersite”: 4530

N. 17th Avenue

4 Residential neighborhood
approximately 2.5 km NW

of downtown

Bakersfield 2/4/98 to
3/26/98

CARB Monitoring
Station at 5558

California Street

5 On top of 1 story building in
a shopping plaza

Philadelphia 8/8/98 to
8/25/98

City of Philadelphia
Water Treatment

Plant

5 6 km E-NE of downtown,
100 m from lightly traveled,
4 lane state road, and 400 m

from Interstate 90
a Elevation above surrounding ground level
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Table 2 Summary of discrete particle-phase sulfate samplers.

Instrument
Prefilters/
Denuders

Primary
Collection

Media

Secondary
Collection

Media
Invest-
igator

Sites
Useda

Harvard Impactor N/A Teflon
Impactor
Surface

HSPH All

F-HEADS Na2CO3- coated
and citric acid-
coated denuder

Teflon
filter (F1)

N/A HSPH R, C, D,
P, B

N-HEADS Na2CO3- coated
and citric acid-
coated denuder

Teflon
filter (F1)

N/A HSPH All

ADS Na2CO3- coated
and citric acid-
coated denuder

Teflon
filter

Nylon filter BYU R, B

CSS Na2CO3- coated
and citric acid-
coated denuder

Teflon
filter

Nylon filter BYU R, B

Big BOSS Carbon-
impregnated filter

paper denuder

Quartz
filter

Carbon
impreg-

nated filter

BYU R, B

PC-BOSS Particle
concentratorb +

carbon-impregnated
filter paper denuder

Quartz
filter

Carbon
impreg-

nated filter

BYU R, B

PC-BOSS Particle
concentratorb +

carbon-impregnated
filter paper denuder

Teflon
filter

Nylon filter BYU R, B

* All samples were analyzed by ion chromatography
a All = All sites, R =  Riverside, C = Chicago, D =  Dallas, P =  Phoenix, B = Bakersfield
b Particle concentrator has an approximate particle diameter cutpoint of 0.1 µm.
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Table 3 Summary of discrete particle-phase nitrate samplers.

Instrument
Prefilters/
Denuders

Primary
Collection

Media

Secondary
Collection

Media
Invest-
igator

Sites
Useda

Harvard
Impactor

N/A Teflon
Impactor
Surface

N/A HSPH All

F-HEADS Na2CO3- coated
and citric acid-
coated denuder

Teflon
filter (F1)

Na2CO3

impreg-
nated filter

HSPH R, C, D,
P, B

N-HEADS Na2CO3- coated
and citric acid-
coated denuder

Teflon
filter (F1)

Nylon filter HSPH All

ADS Na2CO3- coated
and citric acid-
coated denuder

Teflon
filter

Nylon filter BYU R, B

CSS Na2CO3- coated
and citric acid-
coated denuder

Teflon
filter

Nylon filter BYU R, B

Big BOSS Carbon-
impregnated filter

paper denuder

Quartz
filter

Carbon
impreg-

nated filter

BYU R, B

PC-BOSS Particle
concentratorb +

carbon-impregnated
filter paper denuder

Quartz
filter

Carbon
impreg-

nated filter

BYU R, B

PC-BOSS Particle
concentratorb +

carbon-impregnated
filter paper denuder

Teflon
filter

Nylon filter BYU R, B

* All samplers except were analyzed by ion chromatography
a All = All sites, R =  Riverside, C = Chicago, D =  Dallas, P =  Phoenix, B = Bakersfield
b Particle concentrator has an approximate particle diameter cutpoint of 0.1 µm.
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Table 4 Summary of discrete particle-phase ammonium samplers

Instrument
Prefilters/
Denuders

Primary
Collection

Media

Secondary
Collection

Media
Invest-
igator

Sites
Useda

F-HEADS Na2CO3- coated
and citric acid-
coated denuders

Teflon
filter (F1)

Citric acid
impreg-

nated filter

HSPH R, C, D,
P, B

N-HEADS Na2CO3- coated
and citric acid-
coated denuders

Teflon
filter (F1)

N/A HSPH All

* All samples were analyzed by ion chromatography
a All = All sites, R =  Riverside, C = Chicago, D =  Dallas, P =  Phoenix, B = Bakersfield, F =

Philadelphia
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Table 5 Summary of particle-phase carbon samplers.

Instrument
Denuders/
Prefilters

Primary
Collection

Media

Secondary
Collection

Media
Invest-
igatora

Sites
Usedb

Harvard Carbon
Sampler: UND

N/A Quartz
filter

Quartz
filter

HSPH All

Harvard Carbon
Sampler: DEN

Carbon-
impregnated filter

paper denuder

Quartz
filter

Quartz
filter

HSPH R, B, C,
D, P, B

Harvard Carbon
Sampler: UPF

Teflon filter Quartz
filter

Quartz
filter

HSPH B

Harvard Carbon
Sampler: DPF

Teflon filter +
Carbon-

impregnated filter
paper denuder

Quartz
filter

Quartz
filter

HSPH B

Big BOSS Carbon-
impregnated filter

paper denuder

Quartz
filter

Carbon
impreg-

nated filter

BYU R, B

PC-BOSS Particle
concentratorc +

carbon-impregnated
filter paper denuder

Quartz
filter

Carbon
impreg-

nated filter

BYU R, B

a BYU samples were analyzed using BYU’s thermal-optical analysis method.  HSPH samples
were analyzed by TOR at DRI (Chow et al., 1993).

b All = All sites, R =  Riverside, C = Chicago, D =  Dallas, P =  Phoenix, B = Bakersfield
c Particle concentrator has an approximate particle diameter cutpoint of 0.1 µm.
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Table 6 Summary of temperature data for all study sites except Philadelphia.

Site Average Median
Standard
Deviation Minimum Maximum

Riverside 26.4 26.6 2.4 21.4 31.2

Chicago 7.1 7.3 5.9 -5.3 23.3

Dallas 8.0 7.7 4.0 -0.4 17.1

Phoenix 11.6 11.4 2.3 7.1 17.5

Bakersfield 13.1 12.1 3.3 8.2 21.3

* statistics are based on 24-h averages (approximately 10:00 am to 10:00 pm local time)

Table 7 Summary of relative humidity data for all study sites except Philadelphia.

Site Average Median
Standard
Deviation Minimum Maximum

Riverside 54.3 53.1 10.5 30.2 76.8

Chicago 68.7 68.5 11.1 43.2 89.2

Dallas 75.4 78.2 17.5 43.7 99.6

Phoenix 59.5 54.5 12.0 43.2 84.4

Bakersfield 73.3 72.8 8.9 49.6 94.2

* statistics are based on 24-h averages (approximately 10:00 am to 10:00 pm local time)
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 Table 8 PM2.5 sulfate concentration statistics for the six study sites.

Site Sampler Average Median
Standard
Deviation Minimum Maximum

HI 3.0 2.7 1.0 1.3 5.2

F-HEADSa 2.8 2.6 0.9 1.2 4.7

N-HEADSb 2.8 2.5 1.0 1.2 4.8

ADSc 2.2 2.0 1.0 0.5 4.7

CSSd 2.5 2.4 1.0 1.0 4.6

Big BOSSe 2.6 2.5 1.1 0.5 4.8

PC-BOSSf 2.2 2.2 0.7 0.9 4.6

Riverside

PC-BOSSg 2.3 2.1 0.8 0.9 4.7

HI 3.2 2.9 1.9 0.6 9.3

F-HEADSa 3.0 2.7 1.8 0.8 8.7

Chicago

N-HEADSb 2.8 2.6 1.7 0.6 8.9

HI 1.7 1.4 1.1 0.3 4.5

F-HEADSa 1.8 1.4 1.2 0.6 4.7

Dallas

N-HEADSb 1.8 1.5 1.1 0.5 4.4

Phoenix HI 0.7 0.7 0.3 0.1 1.7

F-HEADSa 0.6 0.6 0.4 0.0 1.8

N-HEADSb 0.7 0.6 0.4 0.1 1.8
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Table 8 Continued

Site Sampler Average Median
Standard
Deviation Minimum Maximum

HI 1.2 1.0 0.8 0.2 4.2

F-HEADSa 1.0 0.9 0.7 0.2 3.3

N-HEADSb 1.0 0.9 0.7 0.2 3.4

ADSc 1.0 0.9 0.7 0.1 3.3

CSSd 0.9 0.7 0.7 0.1 3.4

Big BOSSe 0.9 0.8 0.6 0.0 2.7

PC-BOSSf 0.8 0.7 0.5 0.2 2.2

Bakersfield

PC-BOSSg 0.9 0.7 0.5 0.1 2.3

HI 8.0 4.9 7.7 1.5 28.4Philadelphia

N-HEADSb 7.7 4.6 7.7 1.4 28.8
* All concentrations are in µg m-3

a Full HEADS Teflon filter
b Nylon HEADS Teflon filter
c BYU Annular Denuder sampler Teflon filter
d BYU ChemSpec Sampler Teflon filter
e Big BOSS quartz filter
f PC-BOSS minor flow quartz + major flow quartz filters
g PC-BOSS minor flow Teflon + major flow quartz filters
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Table 9 PM2.5 nitrate concentration statistics for the six study sites

Site Sampler Average Median
Standard
Deviation Minimum Maximum

Riverside HI 2.6 1.7 2.7 0.3 13.2
F-HEADSa 3.8 2.8 2.9 1.2 14.6
N-HEADSb 4.4 3.3 3.6 1.3 19.0

ADSc 3.8 2.9 3.2 1.0 15.7
CSSd 3.9 3.4 2.5 1.4 12.9

PC-BOSSe 3.1 2.3 2.6 0.7 14.8
PC-BOSSf 2.6 2.1 2.0 0.7 10.5

Chicago HI 3.2 2.6 2.4 0.2 8.0
F-HEADSa 2.5 1.8 1.9 0.2 6.2
N-HEADSb 3.1 2.7 2.0 0.5 7.7

Dallas HI 1.9 1.5 1.4 0.1 4.8
F-HEADSa 1.5 1.2 1.1 0.2 3.8
N-HEADSb 2.1 1.9 1.3 0.4 4.7

Phoenix HI 4.1 3.7 3.7 0.1 14.9
F-HEADSa 3.1 2.5 2.5 0.2 9.4
N-HEADSb 3.9 3.4 3.1 0.5 13.2

Bakersfield HI 5.3 3.9 5.0 0.5 22.3
F-HEADSa 4.5 3.0 4.7 0.4 20.1
N-HEADSb 5.5 4.0 5.3 0.5 25.0

ADSc 5.3 3.9 5.2 0.8 24.2
CSSd 4.6 3.3 4.6 0.2 21.3

PC-BOSSe 4.4 3.7 3.8 0.6 15.8
PC-BOSSf 4.4 3.4 3.7 0.7 16.5

Philadelphia HI 0.4 0.2 0.3 0.0 0.9
N-HEADSb 0.6 0.4 0.5 0.1 1.6

* All concentrations are in µg m-3

a Full HEADS Teflon filter + difference of two Na2CO3-impregnated backup filters
b Nylon HEADS Teflon filter + nylon backup filter
c BYU Annular Denuder sampler Teflon filter + nylon backup filter
d BYU ChemSpec Sampler Teflon filter + nylon backup filter
e PC-BOSS minor flow quartz + minor flow Empore backup + major flow quartz filters
f PC-BOSS minor flow Teflon + minor flow nylon backup + major flow quartz filters
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Table 10 PM2.5 ammonium concentration statistics for the six study sites.

Site Sampler Average Median
Standard
Deviation Minimum Maximum

Riverside F-HEADSa 4.0 3.6 2.5 1.0 10.7
N-HEADSb 0.9 0.8 0.4 0.3 2.1

Chicago F-HEADSa 2.4 2.3 1.0 0.8 4.3
N-HEADSb 1.3 1.2 0.7 0.3 3.1

Dallas F-HEADSa 1.4 1.3 0.7 0.5 3.0
N-HEADSb 0.8 0.7 0.6 0.2 2.2

Phoenix F-HEADSa 1.5 1.5 0.9 0.4 3.9
N-HEADSb 0.3 0.3 0.2 0.1 1.3

Bakersfield F-HEADSa 1.4 0.9 1.4 0.1 5.6
N-HEADSb 0.6 0.4 0.7 0.0 3.5

Philadelphia N-HEADSb 2.7 1.6 2.5 0.6 9.1
* All concentrations are in µg m-3

a Full HEADS Teflon filter + citric acid impregnated filter
b Nylon HEADS Teflon filter
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Table 11 PM2.5 elemental carbon concentration statistics for the six study sites.

Site Sampler Average Median
Standard
Deviation Minimum Maximum

Riverside DENa 1.8 1.8 0.7 0.6 3.6
UNDa 1.9 1.9 0.6 0.7 3.6

Aethalometerb 1.6 1.5 0.6 0.6 3.2
Big BOSSc 2.7 2.7 0.7 1.7 3.8
PC-BOSSd 3.0 3.2 0.7 1.8 4.0

Chicago DENa 1.4 1.1 0.9 0.3 3.9
UNDa 1.5 1.2 1.0 0.3 3.8

Aethalometerb 1.2 1.0 0.8 0.2 3.3
Dallas DENa 1.3 1.1 0.8 0.4 3.9

UNDa 1.3 1.1 0.8 0.4 3.9
Aethalometerb 0.8 0.7 0.5 0.3 2.7

Phoenix DENa 3.8 3.7 1.7 0.6 7.1
UNDa 3.9 3.6 1.8 0.5 7.2

Aethalometerb 3.0 3.0 1.3 0.6 5.6
Bakersfield DENa 1.4 1.3 0.7 0.5 4.1

UNDa 1.5 1.4 0.7 0.5 4.0
Aethalometerb 1.1 1.0 0.5 0.5 2.2

Big BOSSc 2.7 2.7 0.7 1.7 3.8
PC-BOSSd 3.0 3.2 0.7 1.8 4.0

Philadelphia UNDa 1.5 1.4 1.0 0.2 4.2
Aethalometerb 1.1 1.1 0.6 0.2 2.8

* All concentrations are in µg m-3

a All DEN and UND elemental carbon concentrations are based on Qa filter measurements.
b Aethalometer concentrations are based on a factor of ____ to convert light absorbance to

black carbon concentration.
c Big BOSS elemental carbon concentrations are based on quartz filter measurements
d PC-BOSS elemental carbon concentrations are based on minor flow quartz + major flow

quartz filter measurements.
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Table 12 Organic carbon concentration statistics for the six study sites.

Site Sampler Average Median
Standard
Deviation Minimum Maximum

Riverside DEN Qa+ Qb
a 6.5 6.8 1.4 3.7 10.0

UND Qa
 b 5.7 5.7 1.3 2.9 8.5

UND Qa - Qb
c 4.1 4.0 1.1 1.6 6.3

Big BOSSd 9.6 9.4 4.0 3.4 19.3
PC-BOSSe 7.6 6.7 2.8 4.0 13.1

Chicago DEN Qa + Qb
a 3.8 3.6 1.7 0.9 7.8

UND Qa
 b 3.8 3.8 1.7 1.1 8.3

UND Qa - Qb
c 3.2 3.0 1.4 0.9 6.7

Dallas DEN Qa + Qb
a 3.9 3.4 1.9 0.6 10.0

UND Qa
 b 3.9 3.4 2.1 1.1 9.9

UND Qa - Qb
c 3.1 2.6 1.7 0.5 8.0

Phoenix DEN Qa + Qb
a 7.7 8.2 2.9 1.9 15.8

UND Qa
 b 7.8 8.0 2.7 2.5 13.4

UND Qa - Qb
c 6.1 6.1 2.2 2.3 11.9

Bakersfield DEN Qa + Qb
a 4.8 4.6 1.5 1.2 7.9

UND Qa
 b 4.3 4.4 1.4 1.5 6.9

UND Qa - Qb
c 3.4 3.6 1.1 1.1 5.4

Big BOSSd 9.6 9.4 4.0 3.4 19.3
PC-BOSSe 7.6 6.7 2.8 4.0 13.1

Philadelphia UND Qa
 b 4.3 4.4 1.4 1.5 6.9

* All concentrations are in µg m-3

a DEN QFA + QFB organic carbon concentrations are based on front + back filter
measurements from the denuded sampler

b UND QFA organic carbon concentrations are based on front filter measurements from the
undenuded sampler

c UND QFA - QFB organic carbon concentrations are based on front - back filter measurements
from the undenuded sampler

d Big BOSS organic carbon concentrations are based on the sum of the quartz and Empore filter
measurements.  Quartz filter measurements are adjusted to account for adsorption by gas-
phase carbon which may have penetrated the denuder as described in the text.

e PC-BOSS organic carbon concentrations are based on the sum of the minor quartz and
Empore filter + major flow quartz measurements.  The major flow quartz filter measurements
are adjusted to account for adsorption by gas-phase carbon as described in the text.  Air
flowing through the major flow filter is not denuded.
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Table 13 Gas-phase nitric acid concentration statistics for the six study sites.

Site Sampler Average Median
Standard
Deviation Minimum Maximum

Riverside F-HEADS 1.0 1.0 0.4 0.3 2.1
N-HEADS 1.0 1.0 0.4 0.2 2.1

Chicago F-HEADS 7.2 5.7 4.7 0.5 21.7
N-HEADS 7.9 6.6 5.3 0.8 22.1

Dallas F-HEADS 1.3 0.9 1.0 0.3 4.1
N-HEADS 1.3 0.9 1.1 0.3 4.6

Phoenix F-HEADS 0.8 0.7 0.5 0.2 2.2
N-HEADS 0.8 0.7 0.6 0.2 2.4

Bakersfield F-HEADS 0.4 0.3 0.2 0.0 1.1
N-HEADS 0.4 0.4 0.2 0.2 1.2

Philadelphia N-HEADS 5.3 2.7 5.6 0.1 21.2
* All concentrations are determined from ion chromatography on the HEADS sodium

carbonate denuders.  Concentrations are in ppbv.
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Table 14 Gas-phase sulfur dioxide concentration statistics for the six study sites.

Site Sampler Average Median
Standard
Deviation Minimum Maximum

Riverside F-HEADS 1.0 1.0 0.4 0.3 2.1
N-HEADS 1.0 1.0 0.4 0.2 2.1

Chicago F-HEADS 7.2 5.7 4.7 0.5 21.7
N-HEADS 7.9 6.6 5.3 0.8 22.1

Dallas F-HEADS 1.3 0.9 1.0 0.3 4.1
N-HEADS 1.3 0.9 1.1 0.3 4.6

Phoenix F-HEADS 0.8 0.7 0.5 0.2 2.2
N-HEADS 0.8 0.7 0.6 0.2 2.4

Bakersfield F-HEADS 0.4 0.3 0.2 0.0 1.1
N-HEADS 0.4 0.4 0.2 0.2 1.2

Philadelphia N-HEADS 5.3 2.7 5.6 0.1 21.2
* All concentrations are determined from ion chromatography on the HEADS sodium

carbonate denuders.  Concentrations are in ppbv.
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Table 15 Gas-phase ammonia concentration statistics for the six study sites.

Site Sampler Average Median
Standard
Deviation Minimum Maximum

Riverside F-HEADS 1.0 1.0 0.4 0.3 2.1
N-HEADS 1.0 1.0 0.4 0.2 2.1

Chicago F-HEADS 7.2 5.7 4.7 0.5 21.7
N-HEADS 7.9 6.6 5.3 0.8 22.1

Dallas F-HEADS 1.3 0.9 1.0 0.3 4.1
N-HEADS 1.3 0.9 1.1 0.3 4.6

Phoenix F-HEADS 0.8 0.7 0.5 0.2 2.2
N-HEADS 0.8 0.7 0.6 0.2 2.4

Bakersfield F-HEADS 0.4 0.3 0.2 0.0 1.1
N-HEADS 0.4 0.4 0.2 0.2 1.2

Philadelphia N-HEADS 5.3 2.7 5.6 0.1 21.2
•  All concentrations are determined from ion chromatography on the HEADS citric acid

denuders.  Concentrations are in ppbv.
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Table 16 PM2.5 mass concentration statistics for the six study sites.

Site Sampler Average Median
Standard
Deviation Minimum Maximum

Riverside HI 18.4 15.7 6.7 9.0 38.8
CAMM (24-h)a 20.3 18.8 6.5 10.2 42.0

Reconstructed 1b 23.0 21.6 7.7 11.5 43.8
Reconstructed 2c 21.9 20.1 7.5 10.5 41.1
Reconstructed 3d 20.7 19.1 6.2 11.4 39.7
Reconstructed 4e 19.6 18.5 6.0 10.4 37.0

Chicago HI 16.8 16.2 7.3 5.1 32.5
CAMM (24-h)a 17.8 16.3 8.4 5.8 34.1

Reconstructed 1b 15.3 16.1 6.1 4.2 29.0
Reconstructed 2c 15.3 15.2 6.0 4.1 30.4
Reconstructed 3d 14.7 15.7 5.6 4.1 27.9
Reconstructed 4e 14.6 15.3 5.5 4.1 29.3

Dallas HI 11.7 11.2 4.9 2.9 22.4
CAMM (24-h)a 12.2 11.8 5.0 3.6 22.6

Reconstructed 1b 12.3 11.2 4.3 4.1 23.5
Reconstructed 2c 12.3 11.2 4.6 4.1 23.3
Reconstructed 3d 12.1 11.2 4.3 3.5 22.1
Reconstructed 4e 12.0 11.1 4.5 4.2 22.0

Phoenix HI 22.5 22.2 10.3 5.7 41.8
CAMM (24-h)a 23.1 23.8 8.5 7.9 37.9

Reconstructed 1b 20.7 19.7 7.9 7.6 32.5
Reconstructed 2c 20.8 19.8 7.8 8.3 31.7
Reconstructed 3d 20.2 19.6 7.7 7.5 32.3
Reconstructed 4e 20.4 19.1 7.7 8.3 35.0



60

Table 16 Continued

Site Sampler Average Median
Standard
Deviation Minimum Maximum

Bakersfield HI 18.4 16.4 10.9 5.8 54.2
CAMM (24-h)a 20.6 18.0 11.5 5.5 54.8

Reconstructed 1b 15.4 13.6 8.1 3.5 40.7
Reconstructed 2c 14.9 12.8 8.0 4.0 39.6
Reconstructed 3d 15.6 14.4 8.0 3.9 42.8
Reconstructed 4e 15.1 13.3 7.9 4.4 41.7

Philadelphia HI 21.1 16.1 16.0 6.2 63.8
CAMM (24-h)a 21.8 18.5 13.0 8.3 57.4

Reconstructed 4e 20.9 15.1 14.2 8.0 57.5
* All concentrations are in µg m-3

a Continuous CAMM data averaged over nominal 24-h periods to coincide with HI sampling
periods

b PM2.5 mass reconstruction based on the sum of sulfate, nitrate, and ammonium from F-
HEADS; elemental and organic carbon from HSPH DEN sampler, and crustal and non-
crustal elements from XRF analysis of HEADS Teflon filters.  A factor of 1.4 was used to
convert organic carbon from TOR analysis to PM2.5 hydrocarbon mass.

c PM2.5 mass reconstruction based on the sum of sulfate, nitrate, and ammonium from F-
HEADS; elemental and organic carbon from HSPH UND sampler, and crustal and non-
crustal elements from XRF analysis of HEADS Teflon filters.  A factor of 1.4 was used to
convert organic carbon from TOR analysis to PM2.5 hydrocarbon mass.

d PM2.5 mass reconstruction based on the sum of sulfate, nitrate, and ammonium from N-
HEADS; elemental and organic carbon from HSPH DEN sampler, and crustal and non-
crustal elements from XRF analysis of HEADS Teflon filters.  A factor of 1.4 was used to
convert organic carbon from TOR analysis to PM2.5 hydrocarbon mass.

e PM2.5 mass reconstruction based on the sum of sulfate, nitrate, and ammonium from N-
HEADS; elemental and organic carbon from HSPH UND sampler, and crustal and non-
crustal elements from XRF analysis of HEADS Teflon filters.  A factor of 1.4 was used to
convert organic carbon from TOR analysis to PM2.5 hydrocarbon mass.
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Figure 1 Harvard – EPA Annular Denuder Sampler (HEADS) schematic.
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Figure 2 BYU Annular Denuder and ChemSpec Sampler schematics.
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Figure 3 High Volume BYU Organic Sampler System (BIG BOSS) schematic.
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Figure 7 Schematic of the Aerosol Dynamics Inc. Continuous Nitrate Monitor
(ACNM)
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Figure 9A Sulfate: Full HEADS F1 vs. Nylon HEADS F1 (Teflon) filter at all sites.
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Figure 9R Sulfate: Full HEADS F1 vs. Nylon HEADS F1 (Teflon) filter at Riverside.
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Figure 9C Sulfate: Full HEADS F1 vs. Nylon HEADS F1 (Teflon) filter at Chicago.
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Figure 9D Sulfate: Full HEADS F1 vs. Nylon HEADS F1 (Teflon) filter at Dallas.
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Figure 9P Sulfate: Full HEADS F1 vs. Nylon HEADS F1 (Teflon) filter at Phoenix.
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Figure 10A Sulfate: Harvard Impactor vs. Full HEADS F1 (Teflon) filter at all sites.
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Figure 10R Sulfate: Harvard Impactor vs. Full HEADS F1 (Teflon) filter at Riverside.
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Figure 10C Sulfate: Harvard Impactor vs. Full HEADS F1 (Teflon) filter at Chicago.
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Figure 10D Sulfate: Harvard Impactor vs. Full HEADS F1 (Teflon) filter at Dallas.
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Figure 10P Sulfate: Harvard Impactor vs. Full HEADS F1 (Teflon) filter at Phoenix.
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Figure 10B Sulfate: Harvard Impactor vs. Full HEADS F1 (Teflon) filter at
Bakersfield.
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Figure 11A Sulfate: Harvard Impactor vs. Nylon HEADS F1 (Teflon) filter at all sites.
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Figure 11R Sulfate: Harvard Impactor vs. Nylon HEADS F1 (Teflon) filter at
Riverside.
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Figure 11C Sulfate: Harvard Impactor vs. Nylon HEADS F1 (Teflon) filter at
Chicago.
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Figure 11D Sulfate: Harvard Impactor vs. Nylon HEADS F1 (Teflon) filter at Dallas.
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Figure 11P Sulfate: Harvard Impactor vs. Nylon HEADS F1 (Teflon) filter at
Phoenix.
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Figure 11B Sulfate: Harvard Impactor vs. Nylon HEADS F1 (Teflon) filter at
Bakersfield.
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Figure 11F Sulfate: Harvard Impactor vs. Nylon HEADS F1 (Teflon) filter at
Philadelphia.
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Figure 12A Sulfate: Collocated Annular Denuder Sampler Teflon filters at all sites.
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Figure 12R Sulfate: Collocated Annular Denuder Sampler Teflon filters at Riverside.
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Figure 12B Sulfate: Collocated Annular Denuder Sampler Teflon filters at
Bakersfield.
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Figure 13A Sulfate: Collocated ChemSpec Sampler Teflon filters at all sites.
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Figure 13R Sulfate: Collocated ChemSpec Sampler Teflon filters at Riverside.
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Figure 13B Sulfate: Collocated ChemSpec Sampler Teflon filters at Bakersfield.
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Figure 14A Sulfate: Collocated Big BOSS quartz filters at all sites.
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Figure 14R Sulfate: Collocated Big BOSS quartz filters at Riverside.
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Figure 14B Sulfate: Collocated Big BOSS quartz filters at Bakersfield.
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Figure 15A Sulfate: Collocated PC-BOSS minor flow quartz filters at all sites.



98

N 21
<x> 1.42
xmedian 1.32
<y> 1.46
ymedian 1.38
Sx 0.14
Sxy 0.17
Sy 0.34
RMS Diff. 2.7E+00
m (y=mx+b) 1.77
m Std. Error 0.31
m 95% CI 0.66
b (y=mx+b) -1.04
b Std. Error 0.45
b 95% CI 0.95
m (y=mx) 1.07
rpearson 0.79
rspearman 0.87

Statistics

PC
-B

O
SS

 B
 

m
in

or
 Q

1

0

1

2

3

4

0 1 2 3 4

PC-BOSS A SO4
-2, µg m-3

PC
-B

O
SS

 B
 S

O
4-2

, µ
g 

m
-3

0

1

2

3

4

15-Aug 21-Aug 27-Aug 02-Sep 08-Sep 14-Sep 20-Sep

Sample Date

SO
4-2

, µ
g 

m
-3

PC-BOSS A
minor Q1

PC-BOSS B
minor Q1

Figure 15R Sulfate: Collocated PC-BOSS minor flow quartz filters at Riverside.
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Figure 15B Sulfate: Collocated PC-BOSS minor flow quartz filters at Bakersfield.
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Figure 16A Sulfate: Collocated PC-BOSS minor flow Teflon filters at all sites.
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Figure 16R Sulfate: Collocated PC-BOSS minor flow Teflon filters at Riverside.
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Figure 16B Sulfate: Collocated PC-BOSS minor flow Teflon filters at Bakersfield.
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Figure 17A Sulfate: Collocated PC-BOSS major flow quartz filters at all sites.
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Figure 17R Sulfate: Collocated PC-BOSS major flow quartz filters at Riverside.
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Figure 17B Sulfate: Collocated PC-BOSS major flow quartz filters at Bakersfield.
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Figure 18A Sulfate: Annular Denuder Sampler vs. ChemSpec sampler Teflon filters at
all sites.
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Figure 18R Sulfate: Annular Denuder Sampler vs. ChemSpec sampler Teflon filters at
Riverside.



108

N 36
<x> 0.94
xmedian 0.75
<y> 0.91
ymedian 0.76
Sx 0.56
Sxy 0.54
Sy 0.55
RMS Diff. 1.2E+00
m (y=mx+b) 0.99
m Std. Error 0.04
m 95% CI 0.09
b (y=mx+b) -0.02
b Std. Error 0.05
b 95% CI 0.10
m (y=mx) 0.98
rpearson 0.97
rspearman 0.91

Statistics

C
he

m
Sp

ec
 

Te
flo

n

0

1

2

3

4

5

0 1 2 3 4 5

Annular Denuder SO4
-2, µg m-3

C
he

m
Sp

ec
 S

O
4-2

, µ
g 

m
-3

0

1

2

3

4

5

31-Jan 08-Feb 16-Feb 24-Feb 04-Mar 12-Mar 20-Mar

Sample Date

SO
4-2

, µ
g 

m
-3

Annular
Denuder
Teflon

ChemSpec
Teflon

Figure 18B Sulfate: Annular Denuder Sampler vs. ChemSpec sampler Teflon filters at
Bakersfield.
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Figure 19A Sulfate: Annular Denuder Sampler Teflon filter vs. Big BOSS quartz filter
at all sites.
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Figure 19R Sulfate: Annular Denuder Sampler Teflon filter vs. Big BOSS quartz filter
at Riverside.
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Figure 19B Sulfate: Annular Denuder Sampler Teflon filter vs. Big BOSS quartz filter
at Bakersfield.
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Figure 20A Sulfate: Annular Denuder Sampler Teflon filter vs. PC-BOSS A and B
minor + major quartz filters at all sites.
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Figure 20R Sulfate: Annular Denuder Sampler Teflon filter vs. PC-BOSS A and B
minor + major quartz filters at Riverside.
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Figure 20B Sulfate: Annular Denuder Sampler Teflon filter vs. PC-BOSS A and B
minor + major quartz filters at Bakersfield.
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Figure 21A Sulfate: Annular Denuder Sampler Teflon filter vs. PC-BOSS A and B
minor Teflon + major quartz filters at all sites.
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Figure 21R Sulfate: Annular Denuder Sampler Teflon filter vs. PC-BOSS A and B
minor Teflon + major quartz filters at Riverside.
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Figure 21B Sulfate: Annular Denuder Sampler Teflon filter vs. PC-BOSS A and B
minor Teflon + major quartz filters at Bakersfield.
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Figure 22A Sulfate: ChemSpec Sampler Teflon filter vs. Big BOSS quartz filter at all
sites.
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Figure 22R Sulfate: ChemSpec Sampler Teflon filter vs. Big BOSS quartz filter at
Riverside.
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Figure 22B Sulfate: ChemSpec Sampler Teflon filter vs. Big BOSS quartz filter at
Bakersfield.



121

N 60 31
<x> 1.52 1.33
xmedian 1.23 1.03
<y> 1.45 1.43
ymedian 1.29 1.02
Sx 1.36 1.08
Sxy 1.10 1.09
Sy 1.01 1.47
RMS Diff. 1.1E+01 1.1E+01
m (y=mx+b) 0.85 1.20
m Std. Error 0.04 0.13
m 95% CI 0.09 0.26
b (y=mx+b) 0.16 -0.16
b Std. Error 0.08 0.20
b 95% CI 0.16 0.42
m (y=mx) 0.92 1.12
rpearson 0.93 0.87
rspearman 0.94 0.93

PC
-B

O
SS

 B
 

m
in

or
 Q

1 
+ 

m
aj

or
 Q

1Statistics

PC
-B

O
SS

 A
 

m
in

or
 Q

1 
+ 

m
aj

or
 Q

1

0

1

2

3

4

5

0 1 2 3 4 5

ChemSpec SO4
-2, µg m-3

PC
-B

O
SS

 A
 &

 B
 S

O
4-2

, µ
g 

m
-3

0

1

2

3

4

5

15-Aug 21-Sep 28-Oct 04-Dec 10-Jan 16-Feb 25-Mar

Sample Date

SO
4-2

, µ
g 

m
-3

ChemSpec
Teflon

PC-BOSS A
minor Q1 +
major Q1

PC-BOSS B
minor Q1 +
major Q1

Figure 23A Sulfate: ChemSpec Sampler Teflon filter vs. PC-BOSS A and B minor +
major quartz filters at all sites.
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Figure 23R Sulfate: ChemSpec Sampler Teflon filter vs. PC-BOSS A and B minor +
major quartz filters at Riverside.



123

N 36 17
<x> 0.86 0.55
xmedian 0.66 0.38
<y> 0.79 0.53
ymedian 0.69 0.53
Sx 0.48 0.16
Sxy 0.31 0.12
Sy 0.23 0.09
RMS Diff. 3.5E+00 4.1E-01
m (y=mx+b) 0.67 0.75
m Std. Error 0.05 0.07
m 95% CI 0.09 0.15
b (y=mx+b) 0.22 0.12
b Std. Error 0.05 0.05
b 95% CI 0.10 0.10
m (y=mx) 0.83 0.89
rpearson 0.93 0.94
rspearman 0.91 0.92

PC
-B

O
SS

 B
 

m
in

or
 Q

1 
+ 

m
aj

or
 Q

1Statistics

PC
-B

O
SS

 A
 

m
in

or
 Q

1 
+ 

m
aj

or
 Q

1

0

1

2

3

4

5

0 1 2 3 4 5

ChemSpec SO4
-2, µg m-3

PC
-B

O
SS

 A
 &

 B
 S

O
4-2

, µ
g 

m
-3

0

1

2

3

4

5

31-Jan 08-Feb 16-Feb 24-Feb 04-Mar 12-Mar 20-Mar

Sample Date

SO
4-2

, µ
g 

m
-3

ChemSpec
Teflon

PC-BOSS A
minor Q1 +
major Q1

PC-BOSS B
minor Q1 +
major Q1

Figure 23B Sulfate: ChemSpec Sampler Teflon filter vs. PC-BOSS A and B minor +
major quartz filters at Bakersfield.
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Figure 24A Sulfate: ChemSpec Sampler Teflon filter vs. PC-BOSS A and B minor
Teflon + major quartz filters at all sites.
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Figure 24R Sulfate: ChemSpec Sampler Teflon filter vs. PC-BOSS A and B minor
Teflon + major quartz filters at Riverside.
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Figure 24B Sulfate: ChemSpec Sampler Teflon filter vs. PC-BOSS A and B minor
Teflon + major quartz filters at Bakersfield.
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Figure 25A Sulfate: Big BOSS quartz filter vs. PC-BOSS A and B minor + major
quartz filters at all sites.
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Figure 25B Sulfate: Big BOSS quartz filter vs. PC-BOSS A and B minor + major
quartz filters at Bakersfield.
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Figure 26A Sulfate: Big BOSS quartz filter vs. PC-BOSS A and B minor Teflon +
major quartz filters at all sites.
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Figure 26R Sulfate: Big BOSS quartz filter vs. PC-BOSS A and B minor Teflon +
major quartz filters at Riverside.
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Figure 27A Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. Annular Denuder
Sampler Teflon filter at all sites.
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Figure 27R Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. Annular Denuder
Sampler Teflon filter at Riverside.
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Figure 27B Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. Annular Denuder
Sampler Teflon filter at Bakersfield.
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Figure 28A Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. ChemSpec Sampler
Teflon filter at all sites.
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Figure 28R Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. ChemSpec Sampler
Teflon filter at Riverside.
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Figure 28B Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. ChemSpec Sampler
Teflon filter at Bakersfield.
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Figure 29A Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. Big BOSS quartz
filter at all sites.
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Figure 29R Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. Big BOSS quartz
filter at Riverside.
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Figure 29B Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. Big BOSS quartz
filter at Bakersfield.
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Figure 30A Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. PC-BOSS minor +
major quartz filters at all sites.
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Figure 30R Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. PC-BOSS minor +
major quartz filters at Riverside.
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Figure 30B Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. PC-BOSS minor +
major quartz filters at Bakersfield.
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Figure 31A Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. PC-BOSS minor
Teflon + major quartz filters at all sites.
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Figure 31R Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. PC-BOSS minor
Teflon + major quartz filters at Riverside.
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Figure 31B Sulfate: Full and Nylon HEADS F1 (Teflon) filter vs. PC-BOSS minor
Teflon + major quartz filters at Bakersfield.
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Figure 32A Nitrate: Full HEADS F1 + F2 – F3 filters vs. Nylon HEADS F1 + FN
filters at all sites.
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Figure 32R Nitrate: Full HEADS F1 + F2 – F3 filters vs. Nylon HEADS F1 + FN
filters at Riverside.
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Figure 32C Nitrate: Full HEADS F1 + F2 – F3 filters vs. Nylon HEADS F1 + FN
filters at Chicago.
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Figure 32D Nitrate: Full HEADS F1 + F2 – F3 filters vs. Nylon HEADS F1 + FN
filters at Dallas.
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Figure 32P Nitrate: Full HEADS F1 + F2 – F3 filters vs. Nylon HEADS F1 + FN
filters at Phoenix.
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Figure 32B Nitrate: Full HEADS F1 + F2 – F3 filters vs. Nylon HEADS F1 + FN
filters at Bakersfield.
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Figure 33A Nitrate: Full HEADS F1 (Teflon) filter vs. F1 (Teflon) + F2 – F3 (sodium
carbonate) filters at all sites.
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Figure 34A Nitrate: Nylon HEADS F1 (Teflon) filter vs. F1 (Teflon) + FN (nylon)
filters at all sites.
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Figure 35A Nitrate: Harvard Impactor vs. Full HEADS F1 + F2 – F3 filters at all sites.
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Figure 35R Nitrate: Harvard Impactor vs. Full HEADS F1 + F2 – F3 filters at
Riverside.
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Figure 35C Nitrate: Harvard Impactor vs. Full HEADS F1 + F2 – F3 filters at
Chicago.
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Figure 35D Nitrate: Harvard Impactor vs. Full HEADS F1 + F2 – F3 filters at Dallas.
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Figure 35P Nitrate: Harvard Impactor vs. Full HEADS F1 + F2 – F3 filters at
Phoenix.
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Figure 35B Nitrate: Harvard Impactor vs. Full HEADS F1 + F2 – F3 filters at
Bakersfield.
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Figure 36A Nitrate: Harvard Impactor vs. Nylon HEADS F1 + FN filters at all sites.
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Figure 36R Nitrate: Harvard Impactor vs. Nylon HEADS F1 + FN filters at Riverside.
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Figure 36C Nitrate: Harvard Impactor vs. Nylon HEADS F1 + FN filters at Chicago.
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Figure 36D Nitrate: Harvard Impactor vs. Nylon HEADS F1 + FN filters at Dallas.
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N 31
<x> 3.91
xmedian 3.65
<y> 3.87
ymedian 3.40
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Figure 36P Nitrate: Harvard Impactor vs. Nylon HEADS F1 + FN filters at Phoenix.
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N 47
<x> 5.25
xmedian 3.91
<y> 5.45
ymedian 4.05
Sx 25.05
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RMS Diff. 6.3E+01
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Figure 36B Nitrate: Harvard Impactor vs. Nylon HEADS F1 + FN filters at
Bakersfield.
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<x> 0.36
xmedian 0.20
<y> 0.62
ymedian 0.35
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Figure 36F Nitrate: Harvard Impactor vs. Nylon HEADS F1 + FN filters at
Philadelphia.
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<x> 3.49
xmedian 2.41
<y> 1.91
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Figure 37A Nitrate: Harvard Impactor vs. Full HEADS F1 filter at all sites.
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Figure 38A Nitrate: Harvard Impactor vs. Nylon HEADS F1 filter at all sites.
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xmedian 3.83
<y> 5.50
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Figure 39A Nitrate: Collocated Annular Denuder Sampler Teflon + nylon filters at all
sites.
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Figure 39R Nitrate: Collocated Annular Denuder Sampler Teflon + nylon filters at
Riverside.
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Figure 39B Nitrate: Collocated Annular Denuder Sampler Teflon + nylon filters at
Bakersfield.
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at all sites.
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Figure 41A Nitrate: Collocated ChemSpec Sampler Teflon + nylon filters at all sites.
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Figure 41R Nitrate: Collocated ChemSpec Sampler Teflon + nylon filters at Riverside.
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Figure 41B Nitrate: Collocated ChemSpec Sampler Teflon + nylon filters at
Bakersfield.
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xmedian 3.29
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Figure 42A Nitrate: ChemSpec Sampler Teflon filter vs. Teflon + nylon filters at all
sites.
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xmedian 2.68
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Figure 43A Nitrate: Collocated PC-BOSS minor flow quartz + Empore + major flow
quartz filters at all sites.
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<x> 2.75
xmedian 2.25
<y> 2.84
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Figure 43R Nitrate: Collocated PC-BOSS minor flow quartz + Empore + major flow
quartz filters at Riverside.
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N 14
<x> 2.97
xmedian 3.24
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Figure 43B Nitrate: Collocated PC-BOSS minor flow quartz + Empore + major flow
quartz filters at Bakersfield.
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xmedian 2.50
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Figure 44A Nitrate: Collocated PC-BOSS minor flow Teflon + nylon + major flow
quartz filters at all sites.
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<x> 2.54
xmedian 2.18
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Figure 44R Nitrate: Collocated PC-BOSS minor flow Teflon + nylon + major flow
quartz filters at Riverside.
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xmedian 2.78
<y> 2.28
ymedian 2.28
Sx 1.94
Sxy 1.48
Sy 1.58
RMS Diff. 8.7E+00
m (y=mx+b) 0.89
m Std. Error 0.16
m 95% CI 0.35
b (y=mx+b) -0.04
b Std. Error 0.46
b 95% CI 1.00
m (y=mx) 0.87
rpearson 0.85
rspearman 0.87

Statistics

PC
-B

O
SS

 B
 

m
in

or
 

T+
N

+m
aj

or
 Q

0

3

6

9

12

15

0 3 6 9 12 15

PC-BOSS A NO3
-, µg m-3

PC
-B

O
SS

 B
 N

O
3- , µ

g 
m

-3

0

3

6

9

12

15

31-Jan 08-Feb 16-Feb 24-Feb 04-Mar 12-Mar 20-Mar

Sample Date

N
O

3- , µ
g 

m
-3

PC-BOSS A
minor
T+N+major Q

PC-BOSS B
minor
T+N+major Q

Figure 44B Nitrate: Collocated PC-BOSS minor flow Teflon + nylon + major flow
quartz filters at Bakersfield.
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Figure 45A Nitrate: Collocated PC-BOSS major flow quartz filters at all sites.
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Figure 46A Nitrate: PC-BOSS minor flow quartz filter vs. minor flow quartz +
Empore filters at all sites.
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Figure 47A Nitrate: PC-BOSS minor flow Teflon filter vs. minor flow Teflon + nylon
filters at all sites.
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Figure 48A Nitrate: PC-BOSS minor flow quartz vs. minor flow Teflon filters at all
sites.
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Figure 49A Nitrate: Annular Denuder Sampler Teflon + nylon filters vs. ChemSpec
Sampler Teflon + nylon filters at all sites.
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Figure 49R Nitrate: Annular Denuder Sampler Teflon + nylon filters vs. ChemSpec
Sampler Teflon + nylon filters at Riverside.



191

N 36
<x> 5.29
xmedian 3.83
<y> 4.77
ymedian 3.29
Sx 28.14
Sxy 25.45
Sy 23.87
RMS Diff. 4.8E+01
m (y=mx+b) 0.92
m Std. Error 0.03
m 95% CI 0.06
b (y=mx+b) -0.09
b Std. Error 0.22
b 95% CI 0.45
m (y=mx) 0.91
rpearson 0.98
rspearman 0.88

Statistics

C
he

m
Sp

ec
 T

 +
 

N

0

5

10

15

20

25

0 5 10 15 20 25

Annular Denuder NO3
-, µg m-3

C
he

m
Sp

ec
 N

O
3- , µ

g 
m

-3

0

5

10

15

20

25

31-Jan 08-Feb 16-Feb 24-Feb 04-Mar 12-Mar 20-Mar

Sample Date

N
O

3- , µ
g 

m
-3

Annular
Denuder T + N

ChemSpec T +
N

Figure 49B Nitrate: Annular Denuder Sampler Teflon + nylon filters vs. ChemSpec
Sampler Teflon + nylon filters at Bakersfield.
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Figure 50A Nitrate: Annular Denuder Sampler Teflon + nylon filters vs. PC-BOSS A
and B minor flow quartz + Empore + major flow quartz filters at all sites.
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Figure 50R Nitrate: Annular Denuder Sampler Teflon + nylon filters vs. PC-BOSS A
and B minor flow quartz + Empore + major flow quartz filters at
Riverside.
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Figure 50B Nitrate: Annular Denuder Sampler Teflon + nylon filters vs. PC-BOSS A
and B minor flow quartz + Empore + major flow quartz filters at
Bakersfield.
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Figure 51A Nitrate: Annular Denuder Sampler Teflon + nylon filters vs. PC-BOSS A
and B minor flow Teflon + nylon + major flow quartz filters at all sites.
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Figure 51R Nitrate: Annular Denuder Sampler Teflon + nylon filters vs. PC-BOSS A
and B minor flow Teflon + nylon + major flow quartz filters at Riverside.
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Figure 51B Nitrate: Annular Denuder Sampler Teflon + nylon filters vs. PC-BOSS A
and B minor flow Teflon + nylon + major flow quartz filters at
Bakersfield.
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Figure 52A Nitrate: ChemSpec Sampler Teflon + nylon filters vs. PC-BOSS A and B
minor flow quartz + Empore + major flow quartz filters at all sites.
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N 24 12
<x> 3.83 2.90
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Figure 52R Nitrate: ChemSpec Sampler Teflon + nylon filters vs. PC-BOSS A and B
minor flow quartz + Empore + major flow quartz filters at Riverside.
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<x> 4.83 2.59
xmedian 3.29 2.31
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Figure 52B Nitrate: ChemSpec Sampler Teflon + nylon filters vs. PC-BOSS A and B
minor flow quartz + Empore + major flow quartz filters at Bakersfield.
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<x> 4.67 2.69
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Figure 53A Nitrate: ChemSpec Sampler Teflon + nylon filters vs. PC-BOSS A and B
minor flow Teflon + nylon + major flow quartz filters at all sites.
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N 25 13
<x> 3.85 2.83
xmedian 3.45 1.97
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ymedian 1.67 1.14
Sx 6.12 1.73
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Figure 53R Nitrate: ChemSpec Sampler Teflon + nylon filters vs. PC-BOSS A and B
minor flow Teflon + nylon + major flow quartz filters at Riverside.
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N 41 17
<x> 5.17 2.59
xmedian 3.57 2.31
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Figure 53B Nitrate: ChemSpec Sampler Teflon + nylon filters vs. PC-BOSS A and B
minor flow Teflon + nylon + major flow quartz filters at Bakersfield.
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Figure 54A Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
Annular Denuder Sampler Teflon + nylon filters at all sites.
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Figure 54R Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
Annular Denuder Sampler Teflon + nylon filters at Riverside.
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Figure 54B Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
Annular Denuder Sampler Teflon + nylon filters at Bakersfield.



207

N 66 64
<x> 4.53 4.60
xmedian 3.36 3.36
<y> 4.49 5.47
ymedian 3.20 4.02
Sx 17.00 17.38
Sxy 17.44 20.62
Sy 18.57 25.42
RMS Diff. 4.4E+01 1.5E+02
m (y=mx+b) 1.05 1.21
m Std. Error 0.03 0.03
m 95% CI 0.05 0.06
b (y=mx+b) -0.26 -0.11
b Std. Error 0.15 0.19
b 95% CI 0.31 0.37
m (y=mx) 1.02 1.20
rpearson 0.98 0.98
rspearman 0.96 0.96

N
yl

on
 H

EA
D

S 
F1

+F
N

Statistics

Fu
ll 

H
EA

D
S 

F1
+F

2-
F3

0

5

10

15

20

25

0 5 10 15 20 25

ChemSpec NO3
-, µg m-3

H
EA

D
S 

F1
 N

O
3- , µ

g 
m

-3

0

5

10

15

20

25

15-Aug 21-Sep 28-Oct 04-Dec 10-Jan 16-Feb 25-Mar

Sample Date

N
O

3- , µ
g 

m
-3

ChemSpec T +
N

Full HEADS
F1+F2-F3

Nylon HEADS
F1+FN

Figure 55A Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
ChemSpec Sampler Teflon + nylon filters at all sites.
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Figure 55R Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
ChemSpec Sampler Teflon + nylon filters at Riverside.
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Figure 55B Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
ChemSpec Sampler Teflon + nylon filters at Bakersfield.
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Figure 56A Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
PC-BOSS A minor flow quartz + Empore + major flow quartz filters at all
sites.
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Figure 56R Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
PC-BOSS A minor flow quartz + Empore + major flow quartz filters at
Riverside.
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Figure 56B Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
PC-BOSS A minor flow quartz + Empore + major flow quartz filters at
Bakersfield.
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Figure 57A Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
PC-BOSS A minor flow Teflon + nylon + major flow quartz filters at all
sites.
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Figure 57R Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
PC-BOSS A minor flow Teflon + nylon + major flow quartz filters at
Riverside.
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Figure 57B Nitrate: Full HEADS F1 + F2 – F3 and Nylon HEADS F1 + FN filters vs.
PC-BOSS A minor flow Teflon + nylon + major flow quartz filters at
Bakersfield.
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Figure 58A Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) filter at all sites.
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Figure 58R Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) filter at Riverside.
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Figure 58C Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) filter at Chicago.
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Figure 58D Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) filter at Dallas.
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Figure 58P Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) filter at Phoenix.
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Figure 58B Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) filter at Bakersfield.
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Figure 59A Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Nylon HEADS F1 (Teflon) filter at all sites.
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Figure 59R Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Nylon HEADS F1 (Teflon) filter at Riverside.
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Figure 59C Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Nylon HEADS F1 (Teflon) filter at Chicago.
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Figure 59D Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Nylon HEADS F1 (Teflon) filter at Dallas.
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Figure 59P Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Nylon HEADS F1 (Teflon) filter at Phoenix.
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Figure 59B Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Nylon HEADS F1 (Teflon) filter at Bakersfield.
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Figure 60A Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) + backup filters at all
sites.
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Figure 60R Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) + backup filters at
Riverside.
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Figure 60C Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) + backup filters at
Chicago.
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Figure 60D Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) + backup filters at
Dallas.
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Figure 60P Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) + backup filters at
Phoenix.
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Figure 60B Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS F1 (Teflon) + backup filters at
Bakersfield.
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Figure 61A Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS backup filters (F2 – F3 and F4) at all
sites.
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Figure 61R Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS backup filters (F2 – F3 and F4) at
Riverside.
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Figure 61C Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS backup filters (F2 – F3 and F4) at
Chicago.
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Figure 61D Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS backup filters (F2 – F3 and F4) at
Dallas.
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Figure 61P Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS backup filters (F2 – F3 and F4) at
Phoenix.
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Figure 61B Ion Balance: Anion vs. cation equivalents for ammonium, acidity, nitrate,
and sulfate collected on Full HEADS backup filters (F2 – F3 and F4) at
Bakersfield.
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Figure 62B Carbon denuder test: organic carbon on front quartz filter (Qa) of denuded
sampler without prefilter (DEN) vs. denuded sampler with Teflon prefilter
(DPF) at Bakersfield.
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Figure 63B Carbon denuder test: organic carbon on front quartz filter (Qa) of
undenuded sampler without prefilter (UND) vs. undenuded sampler with
Teflon prefilter (UPF) at Bakersfield.
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Figure 64B Carbon denuder test: organic carbon on front quartz filter (Qa) of denuded
sampler with Teflon prefilter (DPF) vs. undenuded sampler with Teflon
prefilter (UPF) at Bakersfield.
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Figure 65B Carbon denuder test: calculated gas-quartz filter adsorption equilibrium
constant vs. 23-h average reciprocal Kelvin temperature at Bakersfield.
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Figure 66B Carbon denuder test: calculated gas-quartz filter adsorption equilibrium
constant vs. 23-h average relative humidity at Bakersfield.
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Figure 67B Carbon denuder test: calculated denuder efficiency vs. 23-h average
reciprocal Kelvin temperature at Bakersfield.
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Figure 68B Carbon denuder test: calculated denuder efficiency vs. 23-h average
relative humidity at Bakersfield.
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Figure 69A Elemental carbon: denuded (DEN) vs. undenuded (UND) Harvard carbon
Sampler front quartz filter (Qa) at all sites.
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Figure 69R Elemental carbon: denuded (DEN) vs. undenuded (UND) Harvard carbon
Sampler front quartz filter (Qa) at Riverside.
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Figure 69C Elemental carbon: denuded (DEN) vs. undenuded (UND) Harvard carbon
Sampler front quartz filter (Qa) at Chicago.
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Figure 69D Elemental carbon: denuded (DEN) vs. undenuded (UND) Harvard carbon
Sampler front quartz filter (Qa) at Dallas.
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Figure 69P Elemental carbon: denuded (DEN) vs. undenuded (UND) Harvard carbon
Sampler front quartz filter (Qa) at Phoenix.
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Figure 69B Elemental carbon: denuded (DEN) vs. undenuded (UND) Harvard carbon
Sampler front quartz filter (Qa) at Bakersfield.



253

N 38
<x> 1.61
xmedian 1.39
<y> 1.57
ymedian 1.27
Sx 0.74
Sxy 0.65
Sy 0.79
RMS Diff. 9.1E+00
m (y=mx+b) 1.04
m Std. Error 0.11
m 95% CI 0.23
b (y=mx+b) -0.11
b Std. Error 0.20
b 95% CI 0.40
m (y=mx) 0.99
rpearson 0.84
rspearman 0.62

Statistics

C
ol

lo
ca

te
d 

Sa
m

pl
er

 
Q

ua
rtz

0

1

2

3

4

0 1 2 3 4

Main Sampler EC, µg m-3

C
ol

lo
 S

am
pl

er
 E

C
, µ

g 
m

-3

0

1

2

3

4

15-Aug 21-Sep 28-Oct 04-Dec 10-Jan 16-Feb 25-Mar

Sample Date

El
em

en
ta

l C
ar

bo
n,

 µ
g 

m
-3

Main Sampler
Quartz

Collocated
Sampler
Quartz

Figure 70A Elemental carbon: collocated Big BOSS quartz filter at all sites.
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Figure 70R Elemental carbon: collocated Big BOSS quartz filter at Riverside.
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Figure 70B Elemental carbon: collocated Big BOSS quartz filter at Bakersfield.
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Figure 71A Elemental carbon: collocated PC-BOSS minor + major flow quartz filters
at all sites.
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Figure 71R Elemental carbon: collocated PC-BOSS minor + major flow quartz filters
at Riverside.
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Figure 71B Elemental carbon: collocated PC-BOSS minor + major flow quartz filters
at Bakersfield.
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Figure 72A Elemental carbon: Big BOSS quartz filter vs. PC-BOSS A minor + major
flow quartz filters at all sites.
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Figure 72R Elemental carbon: Big BOSS quartz filter vs. PC-BOSS A minor + major
flow quartz filters at Riverside.
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Figure 72B Elemental carbon: Big BOSS quartz filter vs. PC-BOSS A minor + major
flow quartz filters at Bakersfield.
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Figure 73A Elemental carbon: denuded (DEN) and undenuded (UND) Harvard
Carbon Sampler front filters (Qa) vs. Big BOSS quartz filter at all sites.
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Figure 73R Elemental carbon: denuded (DEN) and undenuded (UND) Harvard
Carbon Sampler front filters (Qa) vs. Big BOSS quartz filter at Riverside.
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Figure 73B Elemental carbon: denuded (DEN) and undenuded (UND) Harvard
Carbon Sampler front filters (Qa) vs. Big BOSS quartz filter at
Bakersfield.
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Figure 74A Elemental carbon: denuded (DEN) and undenuded (UND) Harvard
Carbon Sampler front filters (Qa) vs. PC-BOSS minor flow quartz + major
flow quartz filters at all sites.
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Figure 74R Elemental carbon: denuded (DEN) and undenuded (UND) Harvard
Carbon Sampler front filters (Qa) vs. PC-BOSS minor flow quartz + major
flow quartz filters at Riverside.
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Figure 74B Elemental carbon: denuded (DEN) and undenuded (UND) Harvard
Carbon Sampler front filters (Qa) vs. PC-BOSS minor flow quartz + major
flow quartz filters at Bakersfield.
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Figure 75A Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler front quartz filter (Qa) at all sites.
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Figure 75R Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler front quartz filter (Qa) at Riverside.
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Figure 75C Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler front quartz filter (Qa) at Chicago.
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Figure 75D Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler front quartz filter (Qa) at Dallas.
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Figure 75P Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler front quartz filter (Qa) at Phoenix.



273

N 45
<x> 5.50
xmedian 5.75
<y> 5.81
ymedian 5.91
Sx 3.22
Sxy 3.39
Sy 4.07
RMS Diff. 2.7E+01
m (y=mx+b) 1.13
m Std. Error 0.07
m 95% CI 0.13
b (y=mx+b) -0.43
b Std. Error 0.38
b 95% CI 0.76
m (y=mx) 1.06
rpearson 0.94
rspearman 0.91

Statistics

U
nd

en
ud

ed
 Q

a 
TC

0

5

10

15

20

25

0 5 10 15 20 25
Denuded: Qa TC, µg m-3

U
nd

en
ud

ed
: Q

a T
C

, µ
g 

m
-3

0

5

10

15

20

25

31-Jan 08-Feb 16-Feb 24-Feb 04-Mar 12-Mar 20-Mar

Sample Date

To
ta

l C
ar

bo
n,

 µ
g 

m
-3

Denuded Qa
TC

Undenuded
Qa TC

Figure 75B Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler front quartz filter (Qa) at Bakersfield.
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Figure 76A Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler back quartz filter (Qb) at all sites.
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Figure 76R Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler back quartz filter (Qb) at Riverside.
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Figure 76C Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler back quartz filter (Qb) at Chicago.
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Figure 76D Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler back quartz filter (Qb) at Dallas.
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Figure 76D Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler back quartz filter (Qb) at Phoenix.
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Figure 76B Total carbon: denuded (DEN) vs. undenuded (UND) Harvard Carbon
Sampler back quartz filter (Qb) at Bakersfield.
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Figure 77A Total carbon: Harvard Carbon Sampler undenuded (UND) front filter (Qa)
and front – back filter (Qa – Qb) vs. denuded (DEN) front + back (Qa + Qb)
at all sites.
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Figure 77R Total carbon: Harvard Carbon Sampler undenuded (UND) front filter (Qa)
and front – back filter (Qa – Qb) vs. denuded (DEN) front + back (Qa + Qb)
at Riverside.
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N 37 37
<x> 5.22 5.22
xmedian 5.05 5.05
<y> 5.38 4.68
ymedian 4.94 4.17
Sx 6.81 6.81
Sxy 6.63 5.86
Sy 7.09 5.57
RMS Diff. 2.4E+01 3.4E+01
m (y=mx+b) 1.02 0.90
m Std. Error 0.05 0.05
m 95% CI 0.11 0.10
b (y=mx+b) 0.05 -0.02
b Std. Error 0.31 0.28
b 95% CI 0.63 0.58
m (y=mx) 1.03 0.90
rpearson 0.95 0.95
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Figure 77C Total carbon: Harvard Carbon Sampler undenuded (UND) front filter (Qa)
and front – back filter (Qa – Qb) vs. denuded (DEN) front + back (Qa + Qb)
at Chicago.
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N 33 33
<x> 5.21 5.21
xmedian 4.81 4.81
<y> 5.31 4.46
ymedian 4.51 3.66
Sx 6.82 6.82
Sxy 7.00 6.10
Sy 7.80 5.96
RMS Diff. 2.0E+01 3.7E+01
m (y=mx+b) 1.07 0.93
m Std. Error 0.06 0.05
m 95% CI 0.11 0.10
b (y=mx+b) -0.27 -0.39
b Std. Error 0.32 0.29
b 95% CI 0.66 0.59
m (y=mx) 1.03 0.87
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Figure 77D Total carbon: Harvard Carbon Sampler undenuded (UND) front filter (Qa)
and front – back filter (Qa – Qb) vs. denuded (DEN) front + back (Qa + Qb)
at Dallas.
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N 33 33
<x> 11.50 11.50
xmedian 11.95 11.95
<y> 11.66 9.93
ymedian 11.93 10.19
Sx 20.40 20.40
Sxy 19.47 17.32
Sy 19.81 15.63
RMS Diff. 4.2E+01 1.3E+02
m (y=mx+b) 0.98 0.87
m Std. Error 0.05 0.04
m 95% CI 0.09 0.08
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Figure 77D Total carbon: Harvard Carbon Sampler undenuded (UND) front filter (Qa)
and front – back filter (Qa – Qb) vs. denuded (DEN) front + back (Qa + Qb)
at Phoenix.
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N 45 45
<x> 6.21 6.21
xmedian 6.24 6.24
<y> 5.81 4.84
ymedian 5.91 5.08
Sx 3.96 3.96
Sxy 3.73 3.09
Sy 4.07 3.02
RMS Diff. 3.3E+01 1.2E+02
m (y=mx+b) 1.02 0.86
m Std. Error 0.06 0.07
m 95% CI 0.13 0.13
b (y=mx+b) -0.50 -0.50
b Std. Error 0.40 0.43
b 95% CI 0.81 0.86
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Figure 77B Total carbon: Harvard Carbon Sampler undenuded (UND) front filter (Qa)
and front – back filter (Qa – Qb) vs. denuded (DEN) front + back (Qa + Qb)
at Bakersfield.
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N 37
<x> 7.29
xmedian 7.10
<y> 10.28
ymedian 9.75
Sx 4.64
Sxy 5.93
Sy 12.84
RMS Diff. 5.3E+02
m (y=mx+b) 1.91
m Std. Error 0.27
m 95% CI 0.55
b (y=mx+b) -3.62
b Std. Error 2.01
b 95% CI 4.08
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Figure 78A Total carbon: collocated Big BOSS quartz + Empore filters at all sites.
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N 17
<x> 6.84
xmedian 6.74
<y> 8.35
ymedian 8.96
Sx 4.08
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RMS Diff. 5.9E+01
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m Std. Error 0.17
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Figure 78R Total carbon: collocated Big BOSS quartz + Empore filters at Riverside.
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N 20
<x> 7.67
xmedian 7.22
<y> 11.93
ymedian 11.31
Sx 5.01
Sxy 6.89
Sy 14.69
RMS Diff. 4.7E+02
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Figure 78B Total carbon: collocated Big BOSS quartz + Empore filters at Bakersfield.
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N 13
<x> 9.29
xmedian 7.75
<y> 9.34
ymedian 8.63
Sx 11.91
Sxy 10.53
Sy 14.12
RMS Diff. 6.0E+01
m (y=mx+b) 1.11
m Std. Error 0.24
m 95% CI 0.53
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b 95% CI 5.16
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rspearman 0.66

Statistics

PC
-B

O
SS

 B
 

m
in

or
 

Q
+E

+m
aj

or
 Q

0

5

10

15

20

25

0 5 10 15 20 25

PC-BOSS A TC, µg m-3

PC
-B

O
SS

 B
 T

C
, µ

g 
m

-3

0

5

10

15

20

25

15-Aug 21-Sep 28-Oct 04-Dec 10-Jan 16-Feb 25-Mar

Sample Date

To
ta

l C
ar

bo
n,

 µ
g 

m
-3

PC-BOSS A
minor
Q+E+major Q

PC-BOSS B
minor
Q+E+major Q

Figure 79A Total carbon: collocated PC-BOSS minor flow quartz + Empore + major
flow quartz filters at all sites.
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N 3
<x> 10.22
xmedian 8.44
<y> 12.74
ymedian 12.58
Sx 16.85
Sxy 13.46
Sy 12.13
RMS Diff. 2.3E+01
m (y=mx+b) 0.84
m Std. Error 0.30
m 95% CI 3.85
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Figure 79R Total carbon: collocated PC-BOSS minor flow quartz + Empore + major
flow quartz filters at Riverside.



291

N 10
<x> 9.01
xmedian 7.64
<y> 8.32
ymedian 6.85
Sx 11.75
Sxy 9.68
Sy 11.11
RMS Diff. 3.6E+01
m (y=mx+b) 0.97
m Std. Error 0.22
m 95% CI 0.50
b (y=mx+b) -0.39
b Std. Error 2.04
b 95% CI 4.70
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Figure 79B Total carbon: collocated PC-BOSS minor flow quartz + Empore + major
flow quartz filters at Bakersfield.



292

N 21
<x> 2.43
xmedian 2.29
<y> 2.28
ymedian 2.19
Sx 0.47
Sxy 0.41
Sy 0.63
RMS Diff. 5.8E+00
m (y=mx+b) 1.22
m Std. Error 0.24
m 95% CI 0.49
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b Std. Error 0.59
b 95% CI 1.23
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Figure 80A Total carbon: collocated PC-BOSS major flow quartz filters at all sites.
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N 9
<x> 2.52
xmedian 2.21
<y> 2.83
ymedian 2.71
Sx 0.63
Sxy 0.49
Sy 0.41
RMS Diff. 1.3E+00
m (y=mx+b) 0.81
m Std. Error 0.08
m 95% CI 0.20
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Figure 80R Total carbon: collocated PC-BOSS major flow quartz filters at Riverside.
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N 12
<x> 2.37
xmedian 2.30
<y> 1.87
ymedian 1.85
Sx 0.38
Sxy 0.33
Sy 0.42
RMS Diff. 4.5E+00
m (y=mx+b) 1.06
m Std. Error 0.23
m 95% CI 0.51
b (y=mx+b) -0.63
b Std. Error 0.55
b 95% CI 1.23
m (y=mx) 0.80
rpearson 0.83
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Figure 80B Total carbon: collocated PC-BOSS major flow quartz filters at
Bakersfield.
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N 41 10
<x> 11.28 9.62
xmedian 10.93 9.08
<y> 10.10 9.30
ymedian 9.63 9.04
Sx 16.06 15.51
Sxy 10.33 10.68
Sy 10.80 11.88
RMS Diff. 3.0E+02 5.5E+01
m (y=mx+b) 0.78 0.84
m Std. Error 0.10 0.24
m 95% CI 0.20 0.54
b (y=mx+b) 1.34 1.18
b Std. Error 1.16 2.38
b 95% CI 2.35 5.50
m (y=mx) 0.89 0.95
rpearson 0.78 0.79
rspearman 0.81 0.68
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Figure 81A Total carbon: Big BOSS quartz + Empore filters vs. PC-BOSS A minor
quartz + Empore + major flow quartz filters at all sites.
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N 23 3
<x> 11.56 10.52
xmedian 11.25 10.93
<y> 10.13 12.74
ymedian 9.63 12.58
Sx 15.47 27.98
Sxy 6.03 18.32
Sy 5.96 12.13
RMS Diff. 2.5E+02 2.2E+01
m (y=mx+b) 0.48 0.66
m Std. Error 0.13 0.07
m 95% CI 0.27 0.90
b (y=mx+b) 4.53 5.83
b Std. Error 1.57 0.80
b 95% CI 3.27 10.18
m (y=mx) 0.85 1.15
rpearson 0.63 0.99
rspearman 0.71 1.00
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Figure 81R Total carbon: Big BOSS quartz + Empore filters vs. PC-BOSS A minor
quartz + Empore + major flow quartz filters at Riverside.
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N 18 7
<x> 10.92 9.24
xmedian 10.15 7.84
<y> 10.07 7.83
ymedian 9.57 6.54
Sx 17.52 13.36
Sxy 16.48 7.70
Sy 17.70 5.33
RMS Diff. 5.2E+01 3.4E+01
m (y=mx+b) 1.01 0.61
m Std. Error 0.09 0.12
m 95% CI 0.20 0.31
b (y=mx+b) -0.91 2.23
b Std. Error 1.10 1.18
b 95% CI 2.33 3.05
m (y=mx) 0.93 0.82
rpearson 0.94 0.91
rspearman 0.93 0.64
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Figure 81B Total carbon: Big BOSS quartz + Empore filters vs. PC-BOSS A minor
quartz + Empore + major flow quartz filters at Bakersfield.
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N 49 48
<x> 11.60 11.69
xmedian 11.01 11.13
<y> 7.52 6.91
ymedian 7.64 7.09
Sx 14.59 14.51
Sxy 2.93 2.55
Sy 4.98 3.64
RMS Diff. 1.5E+03 1.7E+03
m (y=mx+b) 0.28 0.22
m Std. Error 0.11 0.09
m 95% CI 0.23 0.18
b (y=mx+b) 4.27 4.30
b Std. Error 1.33 1.06
b 95% CI 2.69 2.13
m (y=mx) 0.63 0.57
rpearson 0.34 0.35
rspearman 0.34 0.33
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Figure 82A Total carbon: Harvard Carbon Sampler denuded (DEN) front + back
quartz filters (Qa + Qb) and undenuded (UND) front filter (Qa) vs. Big
BOSS quartz + Empore filters at all sites.
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N 27 27
<x> 11.76 11.76
xmedian 11.25 11.25
<y> 8.34 7.46
ymedian 8.14 7.45
Sx 13.75 13.75
Sxy 0.12 0.57
Sy 4.76 3.25
RMS Diff. 7.9E+02 9.1E+02
m (y=mx+b) 0.01 0.05
m Std. Error 0.18 0.13
m 95% CI 0.37 0.26
b (y=mx+b) 8.19 6.82
b Std. Error 2.16 1.53
b 95% CI 4.45 3.15
m (y=mx) 0.68 0.60
rpearson 0.01 0.09
rspearman -0.01 0.09
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Figure 82R Total carbon: Harvard Carbon Sampler denuded (DEN) front + back
quartz filters (Qa + Qb) and undenuded (UND) front filter (Qa) vs. Big
BOSS quartz + Empore filters at Riverside.
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Figure 82B Total carbon: Harvard Carbon Sampler denuded (DEN) front + back
quartz filters (Qa + Qb) and undenuded (UND) front filter (Qa) vs. Big
BOSS quartz + Empore filters at Bakersfield.
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Figure 83A Total carbon: Harvard Carbon Sampler denuded (DEN) front + back
quartz filters (Qa + Qb) and undenuded (UND) front filter (Qa) vs. PC-
BOSS A minor flow quartz + Empore + major flow quartz filters at all
sites.
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Figure 83R Total carbon: Harvard Carbon Sampler denuded (DEN) front + back
quartz filters (Qa + Qb) and undenuded (UND) front filter (Qa) vs. PC-
BOSS A minor flow quartz + Empore + major flow quartz filters at
Riverside.
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Figure 83B Total carbon: Harvard Carbon Sampler denuded (DEN) front + back
quartz filters (Qa + Qb) and undenuded (UND) front filter (Qa) vs. PC-
BOSS A minor flow quartz + Empore + major flow quartz filters at
Bakersfield.
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Figure 84A Gas-phase nitric acid: Full HEADS sodium carbonate denuder (D1) vs.
Nylon HEADS D1 at all sites.  For Bakersfield data (off scale here), see
Figure 84B.
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Figure 84R Gas-phase nitric acid: Full HEADS sodium carbonate denuder (D1) vs.
Nylon HEADS D1 at Riverside.
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Figure 84C Gas-phase nitric acid: Full HEADS sodium carbonate denuder (D1) vs.
Nylon HEADS D1 at Chicago.
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Figure 84D Gas-phase nitric acid: Full HEADS sodium carbonate denuder (D1) vs.
Nylon HEADS D1 at Dallas.
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Figure 84P Gas-phase nitric acid: Full HEADS sodium carbonate denuder (D1) vs.
Nylon HEADS D1 at Phoenix.
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Figure 84B Gas-phase nitric acid: Full HEADS sodium carbonate denuder (D1) vs.
Nylon HEADS D1 at Bakersfield.
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Figure 85A Nitrate gas-particle distribution: Full HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + F2 – F3) at all sites.
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Figure 85R Nitrate gas-particle distribution: Full HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + F2 – F3) at Riverside.



312

N 31
<x> 0.91
xmedian 0.66
<y> 0.28
ymedian 0.14
Sx 0.48
Sxy -0.05
Sy 0.10
RMS Diff. 3.3E+01
m (y=mx+b) -0.13
m Std. Error 0.10
m 95% CI 0.21
b (y=mx+b) 0.40
b Std. Error 0.11
b 95% CI 0.22
m (y=mx) 0.18
rpearson 0.22
rspearman -0.04

Statistics

D
1 

N
itr

ic
 A

ci
d

0

2

4

6

8

10

0 2 4 6 8 10

PM2.5 NO3
-, ppb

G
as

 P
ha

se
 H

N
O

3, 
pp

b

0

2

4

6

8

10

09-Oct 15-Oct 21-Oct 27-Oct 02-Nov 08-Nov 14-Nov

Sample Date

N
itr

at
e 

Sp
ec

ie
s,

 p
pb

F1 + F2 - F3
Nitrate

D1 Nitric Acid

Figure 85C Nitrate gas-particle distribution: Full HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + F2 – F3) at Chicago.
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Figure 85D Nitrate gas-particle distribution: Full HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + F2 – F3) at Dallas.



314

N 31
<x> 1.17
xmedian 0.95
<y> 0.23
ymedian 0.26
Sx 0.90
Sxy 0.02
Sy 0.01
RMS Diff. 5.3E+01
m (y=mx+b) 0.02
m Std. Error 0.02
m 95% CI 0.04
b (y=mx+b) 0.21
b Std. Error 0.03
b 95% CI 0.05
m (y=mx) 0.13
rpearson 0.22
rspearman 0.28

Statistics

D
1 

N
itr

ic
 A

ci
d

0

2

4

6

8

10

0 2 4 6 8 10

PM2.5 NO3
-, ppb

G
as

 P
ha

se
 H

N
O

3, 
pp

b

0

2

4

6

8

10

13-Dec 20-Dec 27-Dec 03-Jan 10-Jan 17-Jan 24-Jan
Sample Date

N
itr

at
e 

Sp
ec

ie
s,

 p
pb

F1 + F2 - F3
Nitrate

D1 Nitric Acid

Figure 85P Nitrate gas-particle distribution: Full HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + F2 – F3) at Phoenix.
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Figure 85B Nitrate gas-particle distribution: Full HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + F2 – F3) at Bakersfield.
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Figure 86A Nitrate gas-particle distribution: Nylon HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + FN) at all sites.
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Figure 86R Nitrate gas-particle distribution: Nylon HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + FN) at Riverside.
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Figure 86C Nitrate gas-particle distribution: Nylon HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + FN) at Chicago.



319

N 34
<x> 0.76
xmedian 0.69
<y> 0.20
ymedian 0.21
Sx 0.22
Sxy 0.00
Sy 0.01
RMS Diff. 1.8E+01
m (y=mx+b) 0.01
m Std. Error 0.05
m 95% CI 0.09
b (y=mx+b) 0.20
b Std. Error 0.04
b 95% CI 0.08
m (y=mx) 0.20
rpearson 0.02
rspearman 0.06

Statistics

D
1 

N
itr

ic
 A

ci
d

0

2

4

6

8

10

0 2 4 6 8 10
PM2.5 NO3

-, ppb

G
as

 P
ha

se
 H

N
O

3, 
pp

b

0

2

4

6

8

10

04-Dec 11-Dec 18-Dec 25-Dec 01-Jan 08-Jan 15-Jan 22-Jan

Sample Date

N
itr

at
e 

Sp
ec

ie
s,

 p
pb

F1 + FN Nitrate

D1 Nitric Acid

Figure 86D Nitrate gas-particle distribution: Nylon HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + FN) at Dallas.
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Figure 86P Nitrate gas-particle distribution: Nylon HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + FN) at Phoenix.
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Figure 86B Nitrate gas-particle distribution: Nylon HEADS gas-phase nitric acid (D1)
vs. filter nitrate (F1 + FN) at Bakersfield.
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Figure 87A Gas-phase ammonia: Full HEADS citric acid denuder (D3) vs. Nylon
HEADS D3 at all sites.
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Figure 87C Gas-phase ammonia: Full HEADS citric acid denuder (D3) vs. Nylon
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Figure 87D Gas-phase ammonia: Full HEADS citric acid denuder (D3) vs. Nylon
HEADS D3 at Dallas.
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Figure 87P Gas-phase ammonia: Full HEADS citric acid denuder (D3) vs. Nylon
HEADS D3 at Phoenix.
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Figure 87B Gas-phase ammonia: Full HEADS citric acid denuder (D3) vs. Nylon
HEADS D3 at Bakersfield.
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Figure 88A Ammonia gas-particle distribution: Full HEADS gas-phase ammonia (D3)
vs. filter ammonium (F1 + F4) at all sites.
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Figure 88R Ammonia gas-particle distribution: Full HEADS gas-phase ammonia (D3)
vs. filter ammonium (F1 + F4) at Riverside.
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Figure 88C Ammonia gas-particle distribution: Full HEADS gas-phase ammonia (D3)
vs. filter ammonium (F1 + F4) at Chicago.
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Figure 88D Ammonia gas-particle distribution: Full HEADS gas-phase ammonia (D3)
vs. filter ammonium (F1 + F4) at Dallas.
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Figure 88P Ammonia gas-particle distribution: Full HEADS gas-phase ammonia (D3)
vs. filter ammonium (F1 + F4) at Phoenix.
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Figure 88B Ammonia gas-particle distribution: Full HEADS gas-phase ammonia (D3)
vs. filter ammonium (F1 + F4) at Bakersfield.
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Figure 89A Continuous-discrete mass measurement comparison: 23-h averaged
CAMM mass vs. Harvard Impactor at all sites.
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Figure 89R Continuous-discrete mass measurement comparison: 23-h averaged
CAMM mass vs. Harvard Impactor at Riverside.
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Figure 89C Continuous-discrete mass measurement comparison: 23-h averaged
CAMM mass vs. Harvard Impactor at Chicago.
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Figure 89D Continuous-discrete mass measurement comparison: 23-h averaged
CAMM mass vs. Harvard Impactor at Dallas.
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Figure 89P Continuous-discrete mass measurement comparison: 23-h averaged
CAMM mass vs. Harvard Impactor at Phoenix.



339

N 46
<x> 18.43
xmedian 16.42
<y> 20.57
ymedian 17.98
Sx 119.84
Sxy 123.21
Sy 133.10
RMS Diff. 5.0E+02
m (y=mx+b) 1.06
m Std. Error 0.04
m 95% CI 0.07
b (y=mx+b) 1.11
b Std. Error 0.76
b 95% CI 1.54
m (y=mx) 1.10
rpearson 0.98
rspearman 0.95

Statistics

C
AM

M

0

12

24

36

48

60

0 12 24 36 48 60

HI PM2.5 Mass, µg m-3

C
A

M
M

 P
M

2.
5 M

as
s,

 µ
g 

m
-3

0

12

24

36

48

60

31-Jan 08-Feb 16-Feb 24-Feb 04-Mar 12-Mar 20-Mar

Sample Date

PM
2.
5 

M
as

s,
 µ

g 
m

-3

Harvard
Impactor

CAMM

Figure 89B Continuous-discrete mass measurement comparison: 23-h averaged
CAMM mass vs. Harvard Impactor at Bakersfield.
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filters at Riverside.
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Figure 93A Continuous-discrete carbon measurement comparison: 23-h averaged
aethalometer black carbon mass vs. undenuded Harvard Carbon Sampler
(UND) front filter (Qa) elemental carbon at all sites.



344

N 31
<x> 1.55
xmedian 1.49
<y> 1.92
ymedian 2.00
Sx 0.33
Sxy 0.34
Sy 0.41
RMS Diff. 6.1E+00
m (y=mx+b) 1.12
m Std. Error 0.09
m 95% CI 0.18
b (y=mx+b) 0.18
b Std. Error 0.15
b 95% CI 0.30
m (y=mx) 1.22
rpearson 0.92
rspearman 0.90

Statistics

U
nd

en
ud

ed
 Q

a 
O

C

0

2

4

6

8

0 2 4 6 8

Aethalometer BC, µg m-3

U
nd

en
ud

ed
: Q

a E
C

, µ
g 

m
-3

0

2

4

6

8

15-Aug 21-Aug 27-Aug 02-Sep 08-Sep 14-Sep 20-Sep

Sample Date

El
em

en
ta

l C
ar

bo
n,

 µ
g 

m
-3

Aethalometer
Black Carbon

Undenuded Qa
OC

Figure 93R Continuous-discrete carbon measurement comparison: 23-h averaged
aethalometer black carbon mass vs. undenuded Harvard Carbon Sampler
(UND) front filter (Qa) elemental carbon at Riverside.
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Figure 93D Continuous-discrete carbon measurement comparison: 23-h averaged
aethalometer black carbon mass vs. undenuded Harvard Carbon Sampler
(UND) front filter (Qa) elemental carbon at Dallas.
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Figure 93P Continuous-discrete carbon measurement comparison: 23-h averaged
aethalometer black carbon mass vs. undenuded Harvard Carbon Sampler
(UND) front filter (Qa) elemental carbon at Phoenix.
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aethalometer black carbon mass vs. undenuded Harvard Carbon Sampler
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Figure 94A Comparison of 23-h averaged continuous-nephelometer scattering
coefficient data with Harvard Impactor mass at all sites.
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Figure 94R Comparison of 23-h averaged continuous-nephelometer scattering
coefficient data with Harvard Impactor mass at Riverside.
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Figure 94C Comparison of 23-h averaged continuous-nephelometer scattering
coefficient data with Harvard Impactor mass at Chicago.
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Figure 94D Comparison of 23-h averaged continuous-nephelometer scattering
coefficient data with Harvard Impactor mass at Dallas.
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Figure 94B Comparison of 23-h averaged continuous-nephelometer scattering
coefficient data with Harvard Impactor mass at Bakersfield.
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Figure 95C Correlations between 1-h average measurements collected by CAMM
(mass) and aethalometer (black carbon) at Chicago.
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Figure 95D Correlations between 1-h average measurements collected by CAMM
(mass) and aethalometer (black carbon) at Dallas.
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Figure 95P Correlations between 1-h average measurements collected by CAMM
(mass) and aethalometer (black carbon) at Phoenix.
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Figure 95B Correlations between 1-h average measurements collected by CAMM
(mass) and aethalometer (black carbon) at Bakersfield.



360

N 242
<x> 19.93
xmedian 18.10
<y> 107.12
ymedian 88.50
Sx 104.71
Sxy 465.23
Sy 4081.90
RMS Diff. 2.6E+06
m (y=mx+b) 8.66
m Std. Error 0.55
m 95% CI 1.09
b (y=mx+b) -65.54
b Std. Error 11.73
b 95% CI 23.11
m (y=mx) 5.96
rpearson 0.71
rspearman 0.67

Statistics

N
ep

he
lo

m
et

er
 

lig
ht

 s
ca

tte
rin

g

0

100

200

300

400

500

600

0 15 30 45 60 75 90

CAMM PM2.5 mass, µg m-3

b s
ca

t, 
µg

 m
-3

0

15

30

45

60

75

90

17-
Aug

22-
Aug

27-
Aug

01-
Sep

06-
Sep

11-
Sep

16-
Sep

21-
SepSample Date

C
A

M
M

 P
M

2.
5 m

as
s,

 µ
g 

m
-3

0

100

200

300

400

500

600

b s
ca

t, 
µg

 m
-3

CAMM mass

Nephelometer
light scattering

Figure 96R Correlations between 1-h average measurements collected by CAMM
(mass) and nephelometer (light scattering)at Riverside.



361

N 17
<x> 7.88
xmedian 6.81
<y> 46.57
ymedian 44.25
Sx 29.05
Sxy 57.69
Sy 181.54
RMS Diff. 2.7E+04
m (y=mx+b) 2.98
m Std. Error 0.60
m 95% CI 1.27
b (y=mx+b) 23.09
b Std. Error 5.30
b 95% CI 11.29
m (y=mx) 5.52
rpearson 0.79
rspearman 0.64

Statistics

N
ep

he
lo

m
et

er
 

lig
ht

 s
ca

tte
rin

g

0

100

200

300

400

500

600

0 15 30 45 60 75 90

CAMM PM2.5 mass, µg m-3

b s
ca

t, 
µg

 m
-3

0

15

30

45

60

75

90

09-Oct 15-Oct 21-Oct 27-Oct 02-Nov 08-Nov 14-Nov

Sample Date

C
A

M
M

 P
M

2.
5 m

as
s,

 µ
g 

m
-3

0

100

200

300

400

500

600

b s
ca

t, 
µg

 m
-3

CAMM mass

Nephelometer
light scattering

Figure 96C Correlations between 1-h average measurements collected by CAMM
(mass) and nephelometer (light scattering)at Chicago.
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Figure 96D Correlations between 1-h average measurements collected by CAMM
(mass) and nephelometer (light scattering)at Dallas.



363

N 172
<x> 14.20
xmedian 12.34
<y> 65.66
ymedian 52.54
Sx 83.23
Sxy 372.91
Sy 3539.92
RMS Diff. 9.5E+05
m (y=mx+b) 9.38
m Std. Error 0.76
m 95% CI 1.51
b (y=mx+b) -67.45
b Std. Error 11.83
b 95% CI 23.35
m (y=mx) 5.96
rpearson 0.69
rspearman 0.87

Statistics

N
ep

he
lo

m
et

er
 

lig
ht

 s
ca

tte
rin

g

0

100

200

300

400

500

600

0 15 30 45 60 75 90

CAMM PM2.5 mass, µg m-3

b s
ca

t, 
µg

 m
-3

0

15

30

45

60

75

90

13-Dec 20-Dec 27-Dec 03-Jan 10-Jan 17-Jan 24-Jan

Sample Date

C
A

M
M

 P
M

2.
5 m

as
s,

 µ
g 

m
-3

0

100

200

300

400

500

600

b s
ca

t, 
µg

 m
-3

CAMM mass

Nephelometer
light scattering

Figure 96P Correlations between 1-h average measurements collected by CAMM
(mass) and nephelometer (light scattering)at Phoenix.
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Figure 96B Correlations between 1-h average measurements collected by CAMM
(mass) and nephelometer (light scattering)at Bakersfield.
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Figure 97R Daily average chemical composition estimates for PM2.5 based on Full
HEADS and DEN Harvard carbon sampler measurements at Riverside.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 97C Daily average chemical composition estimates for PM2.5 based on Full
HEADS and DEN Harvard carbon sampler measurements at Chicago.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 97D Daily average chemical composition estimates for PM2.5 based on Full
HEADS and DEN Harvard carbon sampler measurements at Dallas.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 97P Daily average chemical composition estimates for PM2.5 based on Full
HEADS and DEN Harvard carbon sampler measurements at Phoenix.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 97B Daily average chemical composition estimates for PM2.5 based on Full
HEADS and DEN Harvard carbon sampler measurements at Bakersfield.
A negative unidentified fraction indicates that the 24-h average
reconstructed mass exceeded the HI mass.
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Figure 98R Daily average chemical composition estimates for PM2.5 based on Full
HEADS and UND Harvard carbon sampler measurements at Riverside.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 98C Daily average chemical composition estimates for PM2.5 based on Full
HEADS and UND Harvard carbon sampler measurements at Chicago.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 98D Daily average chemical composition estimates for PM2.5 based on Full
HEADS and UND Harvard carbon sampler measurements at Dallas.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 98P Daily average chemical composition estimates for PM2.5 based on Full
HEADS and UND Harvard carbon sampler measurements at Phoenix.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 98B Daily average chemical composition estimates for PM2.5 based on Full
HEADS and UND Harvard carbon sampler measurements at Bakersfield.
A negative unidentified fraction indicates that the 24-h average
reconstructed mass exceeded the HI mass.
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Figure 99R Daily average chemical composition estimates for PM2.5 based on Nylon
HEADS and DEN Harvard carbon sampler measurements at Riverside.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 99C Daily average chemical composition estimates for PM2.5 based on Nylon
HEADS and DEN Harvard carbon sampler measurements at Chicago.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 99D Daily average chemical composition estimates for PM2.5 based on Nylon
HEADS and DEN Harvard carbon sampler measurements at Dallas.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 99P Daily average chemical composition estimates for PM2.5 based on Nylon
HEADS and DEN Harvard carbon sampler measurements at Phoenix.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 99B Daily average chemical composition estimates for PM2.5 based on Nylon
HEADS and DEN Harvard carbon sampler measurements at Bakersfield.
A negative unidentified fraction indicates that the 24-h average
reconstructed mass exceeded the HI mass.
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Figure 100R Daily average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Riverside.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 100C Daily average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Chicago.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 100D Daily average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Dallas.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 100P Daily average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Phoenix.  A
negative unidentified fraction indicates that the 24-h average reconstructed
mass exceeded the HI mass.
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Figure 100B Daily average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Bakersfield.
A negative unidentified fraction indicates that the 24-h average
reconstructed mass exceeded the HI mass.
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Figure 100F Daily average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Philadelphia.
A negative unidentified fraction indicates that the 24-h average
reconstructed mass exceeded the HI mass.
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Figure 101R Study average chemical composition estimates for PM2.5 based on Full
HEADS and DEN Harvard carbon sampler measurements at Riverside



387

Figure 101C Study average chemical composition estimates for PM2.5 based on Full
HEADS and DEN Harvard carbon sampler measurements at Chicago.
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Figure 101D Study average chemical composition estimates for PM2.5 based on Full
HEADS and DEN Harvard carbon sampler measurements at Dallas.
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Figure 101P Study average chemical composition estimates for PM2.5 based on Full
HEADS and DEN Harvard carbon sampler measurements at Phoenix.
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Figure 101B Study average chemical composition estimates for PM2.5 based on Full
HEADS and DEN Harvard carbon sampler measurements at Bakersfield.
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Figure 102R Study average chemical composition estimates for PM2.5 based on Full
HEADS and UND Harvard carbon sampler measurements at Riverside
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Figure 102C Study average chemical composition estimates for PM2.5 based on Full
HEADS and UND Harvard carbon sampler measurements at Chicago.
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Figure 102D Study average chemical composition estimates for PM2.5 based on Full
HEADS and UND Harvard carbon sampler measurements at Dallas.
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Figure 102P Study average chemical composition estimates for PM2.5 based on Full
HEADS and UND Harvard carbon sampler measurements at Phoenix.
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Figure 102B Study average chemical composition estimates for PM2.5 based on Full
HEADS and UND Harvard carbon sampler measurements at Bakersfield.
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Figure 103R Study average chemical composition estimates for PM2.5 based on Nylon
HEADS and DEN Harvard carbon sampler measurements at Riverside
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Figure 103C Study average chemical composition estimates for PM2.5 based on Nylon
HEADS and DEN Harvard carbon sampler measurements at Chicago.
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Figure 103D Study average chemical composition estimates for PM2.5 based on Nylon
HEADS and DEN Harvard carbon sampler measurements at Dallas.
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Figure 103P Study average chemical composition estimates for PM2.5 based on Nylon
HEADS and DEN Harvard carbon sampler measurements at Phoenix.
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Figure 103B Study average chemical composition estimates for PM2.5 based on Nylon
HEADS and DEN Harvard carbon sampler measurements at Bakersfield.
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Figure 102R Study average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Riverside
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Figure 102C Study average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Chicago.
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Figure 102D Study average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Dallas.
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Figure 102P Study average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Phoenix.
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Figure 102B Study average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Bakersfield.
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Figure 102F Study average chemical composition estimates for PM2.5 based on Nylon
HEADS and UND Harvard carbon sampler measurements at Philadelphia.
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Figure 105A Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily temperature at all sites.
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Figure 105R Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily temperature at Riverside.
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Figure 105C Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily temperature at Chicago.
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Figure 105D Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily temperature at Dallas.
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Figure 105P Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily temperature at Phoenix.
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Figure 105B Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily temperature at Bakersfield.
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Figure 106A Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum temperature at all sites.
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Figure 106R Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum temperature at Riverside.
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Figure 106C Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum temperature at Chicago.
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Figure 106D Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum temperature at Dallas.
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Figure 106P Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum temperature at Phoenix.
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Figure 106B Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum temperature at Bakersfield.
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Figure 107A Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily relative humidity at all sites.
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Figure 107R Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily relative humidity at Riverside.
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Figure 107C Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily relative humidity at Chicago.
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Figure 107D Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily relative humidity at Dallas.
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Figure 107P Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily relative humidity at Phoenix.
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Figure 107B Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. average daily relative humidity at Bakersfield.
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Figure 108A Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum  relative humidity at all sites.
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Figure 108R Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum  relative humidity at Riverside.
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Figure 108C Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum  relative humidity at Chicago.



428

N 31
<x> 92.06
xmedian 97.40
<y> -0.88
ymedian -0.99
Sx 120.20
Sxy 10.19
Sy 2.23
RMS Diff. 2.7E+05
m (y=mx+b) 0.09
m Std. Error 0.02
m 95% CI 0.04
b (y=mx+b) -8.77
b Std. Error 1.86
b 95% CI 3.80
m (y=mx) -0.01
rpearson 0.62
rspearman 0.62

Statistics

U
ni

de
nt

ifi
ed

 
PM

2.
5 

M
as

s

-10

-6

-2

2

6

10

40 52 64 76 88 100

1-h Maximum RH, %

H
I -

 R
ec

on
st

ru
ct

ed
 P

M
2.

5, 
µg

 m
-3

40

52

64

76

88

100

04-Dec 11-Dec 18-Dec 25-Dec 01-Jan 08-Jan 15-Jan 22-Jan

Sample Date

1-
h 

M
ax

im
um

 R
H

, %

-10

-6

-2

2

6

10

H
I -

 R
ec

on
st

ru
ct

ed
 P

M
2.

5, 
µg

 m
-3 1-h Maximum

RH

Unidentified
PM2.5 Mass

Figure 108D Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum  relative humidity at Dallas.
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Figure 106P Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum  relative humidity at Phoenix.
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Figure 106B Exploration of observed disagreements between reconstructed and
Harvard Impactor mass: HI mass – Reconstructed Mass 4 (see Table 16)
vs. daily one hour maximum  relative humidity at Bakersfield.
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